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Identification of subgroups of terror attacks 
with shared characteristics for the purpose 
of preventing mass‑casualty attacks: 
a data‑mining approach
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Abstract 

Security and intelligence agencies around the world invest considerable resources in preventing terrorist attacks, as 
these may cause strategic damage, national demoralization, infringement of sovereignty, and government instabil-
ity. Recently, data-mining techniques have evolved to allow identification of patterns and associations in criminal 
data that were not apparent using traditional analysis. The aim of this paper is to illustrate how to use interpretable 
classification algorithms to identify subgroups (“patterns”) of terrorist incidents that share common characteristics and 
that result in mass fatalities. This approach can produce insights far beyond those of conventional macro-level studies 
that use hypothesis-testing and regression models. In addition to this methodological contribution, from a practical 
perspective, exploring the characteristics identified in the “patterns” can lead to prevention strategies, such as altera-
tion of the physical or systemic environment. This is in line with situational crime prevention (SCP) theory. We apply 
our methodology to the Global Terrorism Database (GTD). We present three examples in which terror attacks that are 
described by a particular pattern (set of characteristics) resulted in a high probability of mass casualties, while attacks 
that differ in just one of these characteristics (i.e., month of attack, geographical area targeted, or type of attack) 
resulted in far fewer casualties. We propose exploration of the differentiating characteristic as a means of reducing the 
probability of mass-fatality terrorist incidents.

Keywords:  Global Terrorism Database, Mass-casualty terror attack, Interpretable classification models

© The Author(s) 2019. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and 
the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material 
in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material 
is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the 
permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creat​iveco​
mmons​.org/licen​ses/by/4.0/. The Creative Commons Public Domain Dedication waiver (http://creat​iveco​mmons​.org/publi​cdoma​in/
zero/1.0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

Introduction
In an effort to better understand the logic of terrorists’ 
actions and to develop more efficient prevention strate-
gies, criminologists suggest different typologies of terror 
attack based on various dimensions. A widely explored 
variable is the number of victims. Coordinated bomb-
ings, suicide attacks, explosions in confined spaces, and 
attacks during rush hour are some of the components 
of terrorist attacks that are often considered as “new”, 
aimed at maximizing the number of injuries and fatalities 

(Hoffman 2006; Simon and Benjamin 2000). The sarin 
gas attack in Tokyo’s subway system in 1995, the coordi-
nated bombings on commuter systems in Madrid in 2004 
and Mumbai in 2006, the suicide attacks on the London 
subway system in 2005, and the bomb attack on a train 
between Moscow and St. Petersburg in 2009 are all exam-
ples of this new terror type (Regens et al. 2015).

Large-scale terror attacks often have devastating conse-
quences. The attacks of 9/11 had significant repercussions 
on the global economy, with the passenger aviation indus-
try absorbing much of the shock (Drakos 2004). Mass 
terror also damages a country’s economy, as it reduces 
foreign direct investment and lowers the confidence of 
domestic investors (Shahbaz et  al. 2013). Terrorism and 
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threats to national security are also documented to have 
impacts on tourism (Araña and León 2008). Psychologi-
cal effects, such as public fear and stress, are a further 
consequence. Additionally, terrorism can affect political 
tolerance (Peffley et al. 2014) and can cause infringement 
of sovereignty, potentially leading to military confronta-
tions. These devastating effects motivate governments to 
develop tools to assess and prevent large-scale terrorist 
attacks (e.g., LaFree and Bersani 2014).

In an effort to understand mass-causality terror acts, 
scholars attempt to identify their unique characteristics. A 
prevalent argument is that religiously-guided acts produce 
more victims. Indeed, according to the Terrorism Knowl-
edge Base (Piazza 2009), there are an average of 38.1 casu-
alties per attack in religious acts, compared to 9 in leftist or 
nationalist acts. Mierau (2015) supports this argument by 
claiming that ideological factors are the main determinant 
of lethality. Asal and Rethemeyer (2008) find that groups 
who combine ethnonationalist with religious ideologies 
are the most lethal, followed by purely religious groups. 
Several explanations have been offered for the tendency of 
religious groups to engage in mass-casualty attacks. These 
include the dehumanization of the victims in the eyes of 
religious terrorists (Berman and Laitin 2006); the spirit-
ual, rather than practical, goals of such terrorists (Enders 
and Sandler 2000); the large scope of the target (i.e., soci-
ety rather than individuals); and the conceptualization of 
violence as a desired goal rather than as a tool to achieve 
something else (Hoffman and McCormick 2004).

Piazza (2009) argues that the traditional assumption 
that Islamic terrorists mainly engage in mass-causality 
attacks is not valid and provides an alternative argu-
ment: differences in the number of casualties are gener-
ated by differences in group organizational features and 
goal structures. Similarly, Heger et  al. (2012) explore 
organizational features and demonstrate that functional 
differentiation, clear command and control structures, 
and accountability are associated with increased num-
bers of victims. Asal et  al. (2015) show that technical 
expertise within a terrorist organization minimizes 
civilian casualties while increasing the ability to kill 
high-value targets. Nemeth (2014) uses the Global Ter-
rorism Database (GTD) to explore the effect of compe-
tition among terror groups. He shows that nationalist 
and religious groups respond to competition with more 
terrorism, while the converse is the case for left-wing 
organizations. Another research direction focuses on 
the mechanical aspects of mass-causality attacks. For 
example, Arnold et  al. (2004) investigate the outcome 
of an attack according to bombing type, while Parachini 
(2001) compares outcomes for attacks involving con-
ventional and unconventional weapons. Nilsson (2018) 
demonstrates that the lethality of suicide bombings is 

greatest when there are many hard targets. Aylwin et al. 
(2006) approach the problem from the perspective of 
the response services and identify the system processes 
that reduce critical mortality after an urban attack.

Most studies that attempt to uncover patterns of ter-
ror attacks use clustering analysis, spatial and tempo-
ral statistics, and geographical information systems 
(GIS). White et al. (2013) apply a temporal approach to 
the GTD, and publish a self-exciting model of the risk 
and volatility of terror events, as well as resilience to 
them. Morris and Slocum (2012) also use the GTD and 
apply latent class growth analysis and general mixture 
modeling to identify country-level patterns of terror-
ism. Other studies that examine or model geographical 
and/or temporal patterns include: LaFree et al. (2012), 
Behlendorf et al. (2012), Berrebi and Lakdawalla (2007), 
Webb and Cutter (2009), Siebeneck et al. (2009), Brown 
et al. (2004), Liu et al. (2001), Inyaem et al. (2010), Reed 
et al. (2013), and Mohler et al. (2015).

Several recent studies have used supervised machine-
learning algorithms to detect patterns of crimes. Caines 
et  al. (2018) classify posts in online hacking-related 
forums according to their intent. Kuang et  al. (2017) 
use topic modeling to investigate the relationships 
between the full-array formal crime type classifications 
used by police and narrative texts associated with crime 
events. Fernando et al. (2018) use a random-forest algo-
rithm to detect hate-speech messages in cyberspace 
based solely on metadata. The aim of this study is to 
demonstrate the utility of applying data-mining algo-
rithms to identify subgroups of terrorist incidents that 
share common characteristics and that result in mass 
fatalities. These patterns produce insights that cannot 
necessarily be derived using conventional methods, 
such as hypothesis-testing or regression models, since 
the latter focus on identifying features that are corre-
lated with the number of casualties across the whole 
sample. In contrast, our approach allows the identifi-
cation of features that are correlated with lethality in 
particular subgroups of attack. Furthermore, contrary 
to previous studies (including those that use data min-
ing), we do not explicitly assume dependencies on time 
and space. Rather, we use interpretable classification 
models to distinguish between sets of features (not nec-
essarily related to time or space) that characterize low- 
versus multi-casualty terror attacks. These patterns 
may increase the likelihood of preventing terror attacks 
by extracting clear rules and actions for security forces 
to follow. Our approach is in line with situational crime 
prevention (SCP) theory (Clarke 1980, 1997, 2010), 
which states that one should reduce opportunities for 
crime, instead of attempting to understand or change 
the underlying dispositions and motives of criminals.
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Data and methodology
Data
This study used interpretable classification models to iden-
tify patterns of terrorist attacks, according to known char-
acteristics derived from historical data. A “pattern” refers 
to a set of values for particular features in a database. For 
this purpose, we used the Global Terrorism Database 
(GTD) (LaFree and Dugan 2007; LaFree 2010), which is an 
open-source database on terrorist attacks around the world 
from 1970 to 2016. The GTD is provided by the National 
Consortium for the Study of Terrorism and Response to 
Terrorism (START) at the University of Maryland. It con-
tains data on more than 170,000 domestic and interna-
tional terrorist incidents, including dozens of features on 
location, tactics, perpetrators, targets, and outcomes of the 
events. The full set of features, separated into categories, is 
presented in Appendix A (for further details, see the GTD 
2016).

We limit our analysis to the most recent terror attacks: 
45,000 cases between 2014 and 2016. Thus, we assume that 
the characteristics of terror attacks have changed over the 
years and that attacks before 2014 are less relevant to our 
analysis. The aim was to differentiate between low- and 
mass-casualty attacks, which is a supervised problem, i.e., 
build up a logic that assign each training example of ter-
ror attack to a different level of casualty attacks and then 
eventually uses that logic on unlabeled data. The identifi-
cation of a mass-casualty event was achieved by creating a 
classifier field, which was based on four features: “nkill”—
total number of confirmed fatalities from the incident, 
“nkillter”—number of perpetrator fatalities, “nwound”—
number of non-fatal injuries, “nwoundter”—number of 
perpetrators injured. The classifier field was calculated as 
follows:

class = nkill − nkillter + nwound − nwoundter.

To simplify the analysis, we discretized the class field 
into five categories: “none” = 0, “one” = 1, “low” = 2–5, 
“medium” = 6–10, “high” = 11 and above (see Fig. 1). The 
rationale for this discretization method was twofold: (1) 
to distinguish between incidents without casualties and 
other events; (2) to produce a histogram of the preva-
lence of the different classes such that the number of 
terror attacks in each category (except for “none”) was 
similar.

Methodology
The project was conducted in accordance with the Cross-
Industry Standard Process for Data Mining (CRISP-DM), 
proposed by Chapman et  al. (2000). The six stages of 
CRISP-DM are presented in Fig. 2. The first stage, busi-
ness understanding, involves understanding the project 
objectives and requirements from a business perspec-
tive. The main business objective was to identify mass-
casualty attacks based on their known characteristics. In 
this stage, we familiarized ourselves with the data source; 
in particular, we examined the different definitions of a 
terrorist attack used in the database. We also examined 
definitions of a mass-casualty attack that were employed 
in previous studies (Arnold et  al. 2004; Parachini 2001; 
Aylwin et  al. 2006). As a result of all these exploratory 
processes and taking into consideration the goal of the 
current research, we devised the discretization method 
described above to define the target field. In the second 
stage—data understanding—we delved further into the 
database, learning its features and identifying problems 
related to data quality.

In the data preparation stage, we applied some pre-
processing actions, such as data cleaning, data reduction 
and data transformation. In data cleaning, tuples with 
irrelevant or exceptional data were dealt with as follows: 
either the entire tuple was deleted, or the unusable values 
were replaced with the most probable value. For exam-
ple, tuples that did not state the number of casualties 
were considered irrelevant and thus deleted, while tuples 
with “exceptional” values for latitude and longitude (i.e., 
inconsistent with the country) were modified by replac-
ing these values with average values for other incidents at 
the same place. In the data reduction step, in cases where 
two features were strongly inter-correlated (e.g., region 
code and region name), one of the features was removed. 
An example of data transformation was as follows: in 
the case where a categorical feature had a large number 
of categories (e.g., the feature “city”, which included 130 
different cities, many of which appeared with low fre-
quency), the low-frequency categories were grouped into 
a single category called “other”. This type of transforma-
tion was performed to prevent overfitting of the models. 
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Fig. 1  Histogram of the prevalence of the different classes of terror 
attack
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Following data preparation, the dataset comprised 45,200 
terror attacks and 26 features.

The aims of the modeling stage were to (a) classify 
multi-casualty terror attacks and (b) identify significant 
patterns leading to multi-casualty terror attacks. To these 
ends, we chose to use interpretable classification mod-
els, as opposed to black-box models, which have poor 
interpretability (e.g., neural networks and support vector 
machine; see Letham et al. 2015; Wang and Rudin 2015; 
Ribeiro et  al. 2016). Interpretable models, such as deci-
sion trees and Bayesian models (Kotsiantis 2007; Singer 
and Golan 2019), may be used to find the most influential 
parameters that differentiate between mass- and low-cas-
ualty terror attacks. Furthermore, interpretable models 
result in a set of clear rules that can be acted upon with-
out the need for technical or machine-learning knowl-
edge. In the present study, these actions might be able to 
prevent large-scale terror attacks. Four interpretable clas-
sification models from the Weka data-mining software 
were selected for comparison: C4.5, Bayesian Network, 
PART and Naïve Bayes. We selected these algorithms for 
the following reasons. Bayes networks and decision trees 
are the most common machine-learning interpretable 
models for classifications problems. From decision trees, 
we chose the C4.5 decision tree (Singer and Golan 2019), 
in preference to other algorithms (such as ID3), since our 
dataset contains a mixture of different types of variable, 
in the sense that some variables span a wide range of val-
ues (e.g., city) while others are simple binary indicators 
(e.g., suicide attack). Secondly, we included the PART 
algorithm (Frank and Witten 1999), which uses the C4.5 
decision tree and thus includes all its advantages. How-
ever, instead of identifying a set of rules in the first phase 
and then refining it by discarding rules in an optimization 
phase (as in the C4.5 algorithm), PART identifies one rule 
at a time by repeatedly generating partial decision trees, 
without the need for an optimization phase. PART is thus 
faster and more efficient, and in some cases can achieve 
better results. Another class of interpretable model that 
can be used to describe the relationship among features 
is the Bayesian Network (BN) model (Ben-Gal 2007). 
Several studies claim that BNs are competitive with 

state-of-the-art classifiers such as the C4.5 decision tree 
(Friedman and Goldszmidt 1996; Janssens et  al. 2006). 
Finally, Naïve Bayes is a specific type of Bayesian net-
work classifier with strong assumptions of independence 
among features.

In the evaluation stage, the interpretable classifica-
tion models were constructed on a training dataset and 
then evaluated on a testing set (using a fivefold cross-
validation paradigm), after which the best-performing 
model was chosen (see “Comparison of classification 
algorithms” section). The cross-validation method is an 
extension of the known training–testing method. Both of 
these methods test the model’s ability to predict new data 
that were not used in constructing it. However, in order 
to reduce variability in the performance measures, bias 
in selecting the training and testing data, and unreliable 
estimates of future performance (Moore 2001), the cross-
validation method performs multiple rounds using dif-
ferent partitions such that each instance in the database 
appears in both the training and the testing procedures. 
Thus, the data were divided into five subsets, where 
four-fifths were used for training the classification mod-
els and the remaining fifth was used as the test set. For a 
given interpretable model, the classification performance 
measures were calculated five times, each time using a 
different sub-sample as the test sample. This technique 
is commonly used with classification solutions (Maimon 
and Rokach 2005). The next section presents the com-
parison between the classification algorithms, followed 
by an illustration of how the best classifier may be used to 
derive practical insights.

Results and discussion
Comparison of classification algorithms
Firstly, we evaluated the performance of the classifiers in 
identifying the class category “high”, which was termed a 
“positive” event. This category is particularly important 
since the aim of this research was to identify patterns that 
characterize mass-casualty terror attacks. Our overall 
performance measure for the “high” class category was 
AUC, the area under the receiver operating characteristic 

Business 
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Fig. 2  Cross-Industry Standard Process for Data Mining (CRISP-DM)
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(ROC) curve. This curve was created by plotting the true 
positive rate (TPR), i.e., the proportion of positive events 
that were identified as such by the classifier, against the 
false positive rate (FPR), i.e., the proportion of negative 
events that were wrongly categorized as positive. Each 
point on the ROC curve represents the performance of 
the model at a different discrimination threshold of the 
classification algorithm (Green and Swets 1966).

In addition to the performance measure just described, 
which pertained to “positive” events only, we calculated 
the overall AUC and Cohen’s Kappa Statistic (KE) for all 
five classes. The AUC of the classifier model was calcu-
lated as a weighted average measure of all 5 AUC values, 
each one calculated from an ROC curve for one of the 5 
categories, according to the proportion of all attacks that 
belong to this category among all attacks. KE is a met-
ric that compares an observed accuracy (in this case, 
the discrimination ability of the classifier for each of the 
categories) with an expected accuracy (random chance). 
For example, an observed accuracy of 90% is much less 
impressive when the expected accuracy is 85% than when 
it is 40%. Table 1 presents results for the aforementioned 
measures for the different interpretable classification 

models. The numbers in bold signify the maximum value 
for a given performance measure.

From Table  1, it is clear that C4.5 outperforms the 
other classification algorithms for all performance meas-
ures. Figure 3 presents the ROC curves for the “high” cat-
egory. It can be seen that below a certain false positive 
rate (0.25), the C4.5 algorithm achieves the best results, 
while for higher FPR values, the performances of C4.5 
and Bayesian Network are similar. Given these results, 
we chose the C4.5 algorithm as the classifier to predict 
multi-casualty terror attacks.

Decision trees can be overfitting (Singer et  al. 2019), 
mainly when: (i) the number of levels of the features is 
too high, (ii) there is large variance in the number of lev-
els among different features, or (iii) there is large varia-
tion between the training and the testing dataset. We 
took the following precautions to reduce the likelihood of 
overfitted: (i) In the data preparation stage, we grouped 
low-frequency categories together, resulting in nominal 
features with fewer than tens of values each. (ii) In the 
modeling stage, we used the C4.5 decision tree, which 
overcomes the limitation of some decision trees that are 
overly sensitive to features with large numbers of values 
as well as large variance in the number of values. (iii) In 
the evaluation stage, we checked that the performance of 
the training dataset was close to the performance of the 
testing dataset.

The final stage of the data-mining process, known as 
deployment, involves organizing the knowledge gained 
and presenting it such that others can use it. After choos-
ing the classifier with the best performance (C4.5), we 
used this model to derive practical insights that can help 
criminologists explore strategies for preventing multi-
causality terror attacks. This approach is described in the 
following subsection.

Table 1  Performance measures for  different interpretable 
classification algorithms

Interpretable 
classification 
algorithm

Performance measure 
for “positive” events

Overall 
performance 
measures

AUCHigh AUC KE

C4.5 0.832 0.841 0.468

Naïve Bayes 0.797 0.781 0.343

Bayesian Network 0.818 0.800 0.375

PART​ 0.752 0.765 0.435

Fig. 3  ROC curves of the interpretable classification algorithms for the “high” category



Page 6 of 11Singer and Golan ﻿Crime Sci            (2019) 8:14 

Practical insights
A decision tree is a map consisting of “nodes” and 
“branches” that represents the possible outcomes of a 
series of related choices. Starting from the root node 
(containing all tuples in the dataset), the tree is built by 
branching the dataset into possible outcomes, with the 
interior nodes containing subsets of tuples. The branch-
ing follows a set of splitting rules that are based on clas-
sification features and their values. A leaf is a terminal 
node that specifies the value distribution of the target 
variable; thus, the expected value of the target is the 
value with the highest probability. The paths from root 
to leaf represent patterns. In this study, we derive pat-
terns (sets of features and values) that define subgroups 
of terror attacks resulting in a given casualty level. The 
C4.5 model yielded 5,000 such patterns.

We present three patterns that differentiate between 
terror attacks with and without a “high” number of cas-
ualties. For each pattern, we were able to recommend 
an investigation process, the outcome of which should 
contribute to the prevention of mass-casualty terror 

attacks. Table  2 summarizes these examples. The sec-
ond column (“Lift”) shows the increase in the probabil-
ity of a “high” casualty-level (given the specific pattern) 
relative to the inherent probability of a “high” event in 
the data (13%; see Fig. 1). Thus, the lift is a measure of 
the performance of the model.

Example 1: Terror attacks in Mosul of type “kidnapping”
The first pattern concerns attacks in the city of Mosul, 
Iraq that did not involve suicide, were directed against 
military or police, and included hostage-taking. These 
yielded a high number of casualties (86% of events 
classed as “high”). The prevalence of a “high” casualty-
level in other types of attack (e.g., bombing, assassina-
tion, or armed assault) was only 4%. These results may 
reflect the common strategy of Daesh to kidnap soldiers 
and police officers and to later kill them. Accordingly, a 
possible direction for investigation that may reduce the 
number of casualties would be to learn the kidnapping 
tactics used by Daesh relative to other attack types, and 
propose actions to prevent or respond to hostage-taking, 
so as to avoid multiple causalities.

Table 2  Examples of multi-casualty terror attack patterns yielded by the C4.5 classifier

Pattern of multi-casualty terror attack Lift(

% in the pattern
% in the data

) % of multi-casualty events 
given a different value of a specific 
feature in the pattern

Recommended investigation that could 
contribute to the prevention of terror 
attacks

Suicide = “No”
Target = Military or Police
City = “Mosul”
Attack Type = Hostage-taking (kidnapping)
↓
“High” number of casualties = 6 events out 

of 7 (86%)

(

86

13

)

= 6.6
Suicide = “No”
Target = Military or Police
City = “Mosul”
Attack Type = Bombing/Assassination/

Armed Assault
↓
“High” number of casualties = 6 events out 

of 146 (4%)

Learn the methodology of the act of 
hostage-taking against police and 
military in Mosul, and how it differs from 
other types of attack

Propose actions to prevent or respond to 
hostage-taking, so as to avoid multiple 
causalities

Suicide = “No”
Target = “Checkpoint”
Attack Type = Armed Assault
Nationality of Target = “Afghanistan”
Province = “Helmand”
Month of event <>5
↓
“High” number of casualties = 22 events 

out of 26 (85%)

(

85

13

)

= 6.5
Suicide = “No”
Target = “Checkpoint”
Attack Type = Armed Assault
Nationality of Target = “Afghanistan”
Province = “Helmand”
Month of event = 5
↓
“High” number of casualties = 3 events out 

of 17 (18%)

Try to engage in negotiations and resolve 
things nonviolently during May and/or 
use this as an opportunity to evacuate 
people so as to avoid multiple-causality 
terror attacks during the rest of the year.

Suicide = “No”
Target = “village”
Attack Type = Armed Assault
Country = “Nigeria”
Perpetrator Group Name = Fulani extrem-

ist
Weapon type = Firearms
Latitude > 10
Longitude > 7.4
↓
“High” number of casualties = 5 events out 

of 5 (100%)

(

100

13

)

= 7.7
Suicide = “No”
Target = “village”
Attack Type = Armed Assault
Country = “Nigeria”
Perpetrator Group Name = Fulani extrem-

ist
Weapon type = Firearms
Latitude > 10 and Longitude ≤ 7.4
or
Latitude < 10
↓
“High” number of casualties = 59 events 

out of 303 (19%)

Investigate the defense and response 
abilities of villages in Nigeria located 
at Kaduna (latitude > 10 and longi-
tude > 7.4), relative to those of villages 
located in other areas

Apply the approaches to tackling violent 
conflicts used at other locations to 
Kaduna—approaches that are rooted 
in the prevention of multiple-causality 
terror attacks
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Example 2: Terror attacks at Helmand checkpoints 
in the month of May
The second pattern refers to armed assaults at Helmand 
checkpoints in Afghanistan, which are characterized by 
fewer casualties in May than in other months. Since it is 
unlikely that this is due to an irregularity in the activity of 
security forces in this month, a cultural explanation may 
shed light on this finding. Indeed, the religious festival 
of “Ramadan”, in which Muslims fast and are required to 
refrain from smoking, drinking, engaging in sexual rela-
tions and fighting (except for self-defense), takes place 
during the month of May. Studies show that crime rates 
decrease during Ramadan (e.g., Tavakoli 2012). Thus it 
could be worthwhile investigating the option of trying to 
negotiate or resolve things nonviolently during May, or 
alternatively, to use this as a time to evacuate people, for 
the purpose of avoiding multiple-causality terror attacks 
during the rest of the year.

Example 3: Terror attacks by the Fulani group 
against Nigerian villages in specific locations
The third pattern concerns the Fulani militant group, 
a terrorist group operating in Nigeria and parts of the 
Central African Republic. Tensions between the Fulani, 
the majority of whom are Muslim, and Nigerian farmers, 
the majority of whom are Christian, are largely driven by 
economic causes. Our data show that, between the years 
of 2014 and 2016, each of the 5 armed assaults on vil-
lages in a specific area of Kaduna (latitude > 10 and lon-
gitude > 7.4) resulted in a “high” number of casualties, 
while attacks with the same characteristics in other areas 
in Nigeria only had a 19% probability of a “high” casualty-
level. In Plateau, for example, only 5 out of 29 attacks 
resulted in a “high” number of casualties, despite the 
fact that in most of these attacks, more than 20 houses 
were damaged. Investigation into differences in the secu-
rity environment between Kaduna and other places in 
Nigeria leads to interesting insights. Firstly, the security 
environment in Kaduna is complex and challenging due 
to the presence of armed groups, high crime rates, and 
the risk of kidnapping. Secondly, in other places in Nige-
ria, the approach to tackling violent conflicts has been 
anchored in preventive mechanisms. For example, in Pla-
teau, a Council of Elders has been established to mediate 
in latent conflicts between or among ethnic or religious 
groups, and work is being carried out to foster peaceful 
co-existence between religious and civil society.

This pattern illustrates the advantages of machine-
learning algorithms in identifying insights related to 
features that have not previously been considered in 
the literature. Latitude and longitude are environmen-
tal variables that would not generally be considered as 
a component of the attack, but rather an indication of a 

problematic place. Indeed, 1950 incidents in the data-
base take place in Nigeria, most of them characterized 
by the attack type “Armed assault” (50%) and the weapon 
type “Firearms” (85%). In most of these attacks, farmers 
who were not armed were attacked by the Fulani group 
equipped with firearms. Thus, the interesting insight lies 
not in these well-studied features (e.g., weapon type), but 
in the finding that attacks in a specific area resulted in a 
“high” casualty-level.

Given that there is a strong correlation between the 
feature ‘country’ and the longitude and latitude, it would 
not be unreasonable to suggest manually dropping the 
pair longitude and latitude from the model (as sometimes 
happens in machine-learning projects; see Duda et  al. 
2012). By dropping these variables, the finding would be 
as follows: Terror attacks by the Fulani group in Nigeria 
of type “Armed assault” against villages using firearms 
result in a “high” number of casualties in 26% of cases, 
while the prevalence of a “high” casualty-level when using 
other weapons, for an attack with the same characteris-
tics, is only 14%. In our estimation, this insight would be 
far less interesting.

Discussion
The aim of this study was to demonstrate how data-
mining algorithms can provide insights that are not 
necessarily apparent using other methodologies, by iden-
tifying subgroups of terror attacks that share common 
characteristics. The results revealed that it is possible 
to discover explanatory variables that are influential for 
a particular subgroup. In contrast, when correlation or 
regression analysis is applied to a large sample, it is only 
possible to uncover a small number of features that are 
strongly correlated with the number of casualties. Thus, 
data mining appears to be a suitable approach with which 
to carry out research from an SCP perspective, since 
the analysis may yield situational results that cannot be 
explained by other criminology theories.

The C4.5 algorithm achieved the best performance. 
Three patterns were presented that lent themselves to 
practical insights and suggested future investigation 
directions. In these examples, terror attacks with a par-
ticular set of characteristics resulted in a high probability 
(between 83% and 100%) of high-level casualties. Mean-
while, terror attacks that differed in just one character-
istic (i.e., the month of attack, the specific location, or 
the type of attack), resulted in much lower probabilities 
of high-level casualties (< 20%). It is interesting to men-
tion that when regression analysis is applied to our data-
set, the features suicide, target type and attack type are 
found to have the highest correlation with the number 
of casualties, as already shown in the literature (Arnold 
et  al. 2004; Hoffman 2006; Simon and Benjamin 2000; 
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Hoffman and McCormick 2004). It can be seen that these 
same features were also common in the patterns used to 
derive practical insights from our interpretable classifi-
cation algorithm (see Table 2), which is unsurprising, as 
the latter is aligned with conventional statistical analysis. 
However, the correlation values for some of the differen-
tiating features (i.e., month, longitude and latitude) are 
substantially lower, confirming that they are not influen-
tial across the full sample. Furthermore, these variables 
have hardly been mentioned in the literature.

The main contribution of this study is that it demon-
strates the ability to use analytical tools to investigate 
mass-casualty terrorist attacks. We argue that classifica-
tion algorithms are highly suitable for this purpose, since 
they are not influenced by hidden human assumptions, 
past reasoning or common knowledge—all of which may 
be misleading with regard to predicting the next mass-
casualty terror attack. The outcomes of these tools are 
patterns that describe reality without the biases of human 
judgment. The current methodology can be adapted to 
analyze criminal data in the context of a specific theory, 
rather than adopting a situational approach. The classi-
fier we used was the identification of an attack as a mass-
casualty event. One could also utilize different classifiers 
that represent other theoretical assumptions. For exam-
ple, Clarke and Newman’s (2006) four pillars of opportu-
nity (i.e., target, weapon, tools or training, and facilitating 
condition) could be used to create four classifiers, each 
representing one pillar. The patterns that would emerge 
from such an analysis would be aligned with this specific 
theory.

There are limitations to our method. First, the classi-
fier establishes machine-oriented rather than human-
oriented rules. Thus, it can only be used as a support tool 
and not as an automatic one, suggesting future research 
directions that involve building human-oriented models. 
Second, challenges remain with regard to increasing the 
classification accuracy and converting the insights from 
the models into actionable recommendations. Enrich-
ment of the database using additional information (e.g., 
religious holidays) may help to meet these challenges. 
Finally, the model needs to be updated dynamically, as 
terrorist modes of operation are constantly changing.

Further research could evaluate the performance of 
black-box models, such as neural networks and support 
vector machines, instead of interpretable classification 
models. If black-box models are shown to achieve supe-
rior performance, they would be better able to predict 
whether a terror attack will result in a high number of 
casualties, but they would not uncover the most influ-
ential parameters, nor would they provide descriptive 
information about such attacks. An additional research 
direction could be to use the proposed methodology 

to answer different questions. These could include, for 
example, the identification of successful versus unsuc-
cessful terror attacks according to indications other 
than the number of casualties, and identification of the 
conditions under which a certain weapon or strategy is 
employed by different terrorist groups.

Conclusions
This study aimed to demonstrate how data-mining algo-
rithms can be used to identify subgroups of terrorist 
incidents that share common characteristics and that 
result in mass fatalities. The C4.5 algorithm was found 
to achieve the best performance when applied to the 
Global Terrorism Database. We presented three exam-
ples in which the output of the algorithm was used to 
obtain practical insights. In each example, there was one 
characteristic (i.e., month of attack, geographical area, or 
type of attack) that differentiated between attacks with 
and without a high casualty-level. From a theoretical 
perspective, we provide insights into the complex multi-
dimensional nature of mass-causality terror acts. From 
a methodological perspective, we demonstrate the value 
of using a data-mining approach alongside classical sta-
tistical methods. Finally, from a practical perspective, we 
provide a tool for deriving complex, unexpected insights 
that can be used to develop recommendations for reduc-
ing the probability of a mass-casualty terrorist attack.
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Appendix A: Detailed explanation of the dataset 
variables by category

Category Features Explanation

GTD ID AND 
DATE

Date Date at which the incident occurred

Extended inci-
dent

Indication of whether the duration 
extended beyond 24 h

Incident infor-
mation

Incident sum-
mary

A brief narrative summary of the 
incident

Inclusion criteria Which of the inclusion criteria are 
met, such as political, economic 
etc.

Doubt terrorism 
proper?

Indication whether the incident is an 
act of terrorism

Alternative 
designation

Only if there is doubt as to whether 
the incident is an act of terrorism, 
this feature identifies the most 
likely categorization of the incident 
other than terrorism

Part of multiple 
incident

Indication if the incident is part of 
several other attacks

Incident loca-
tion

Country The country or location where the 
incident occurred

Region The region in which the incident 
occurred

Province/
Administrative 
Region/State

The name of the 1st order subna-
tional administrative region in 
which the event occurs

City The name of the city, village, or town 
in which the incident occurred

Vicinity Indication if the incident occurred in 
the immediate vicinity of the city or 
in the city itself

Latitude The latitude of the city in which the 
event occurred

Longitude The longitude of the city in which the 
event occurred

Geocoding 
specificity

The geospatial resolution of the 
latitude and longitude fields

Attack infor-
mation

Attack type (1–3) The general method of attack (kid-
napping, bombing, assassination, 
etc.). Up to three attack types can 
be recorded for each incident

Successful attack Indication of the success of a terrorist 
strike (defined according to the 
tangible effects of the attack)

Suicide attack Indication if there is evidence that 
the perpetrator did not intend to 
escape from the attack alive

Category Features Explanation

Weapon 
information

Weapon type 
(1–4)

The general type of weapon used in 
the incident. Up to four weapon 
types are recorded for each 
incident

Weapon sub-
type (1–4)

A more specific value for most of the 
weapon types identified. For exam-
ple, weapon type “chemical” can 
be sub-type poison or explosive. 
Up to four weapon sub-types are 
recorded for each incident

Target/Victim 
information

Target/Victim 
type (1–3)

The general type of target/victim 
(business, government, police etc.). 
Up to three target/victim types are 
recorded for each incident

Target/Victim 
sub-type (1–3)

The more specific target category, 
providing the next level of des-
ignation for each target type (for 
example, target type “business” can 
be sub-type bank/hotel/farm etc.). 
Up to three target/victim sub-types 
are recorded for each incident

Nationality of 
target/victim 
(1–3)

The nationality of the target that was 
attacked. Up to three nationalities 
of target/victim are recorded for 
each incident

Perpetrator 
information

Perpetrator 
group name 
(1–3)

The name of the group that carried 
out the attack. Up to three perpe-
trator groups are recorded for each 
incident

Perpetrator sub-
group name 
(1–3)

This field contains any additional 
qualifiers or details about the name 
of the group that carried out the 
attack. Up to three perpetrator 
sub-groups are recorded for each 
incident

Perpetra-
tor group 
suspected/
unconfirmed 
(1–3)

Indication whether or not the infor-
mation reported by sources about 
the Perpetrator group name(s) is 
based on speculation or dubious 
claims of responsibility. Up to three 
perpetrator group suspected/
unconfirmed indications are 
recorded for each incident

Unaffiliated 
individual(s)

Indication whether or not the attack 
was carried out by an individual 
or several individuals not known 
to be affiliated with a group or 
organization

Number of 
perpetrators

The total number of terrorists partici-
pating in the incident

Number of 
perpetrators 
captured

The number of perpetrators taken 
into custody

Claim of respon-
sibility?

Indication whether a group or 
person(s) claimed responsibility for 
the attack

Mode for claim 
of responsi-
bility

One of 10 modes used by claimants 
to claim responsibility; might be 
useful to verify authenticity and 
track trends in behavior (letter, call, 
E-mail etc.)

Competing 
claims of 
responsibility?

Indication whether more than one 
group claimed separate responsi-
bility for the attack

https://www.kaggle.com/START-UMD/gtd
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Category Features Explanation

Casualties 
and conse-
quence

Total number of 
fatalities

Number of total confirmed fatalities 
for the incident

Number of 
perpetrator 
fatalities

Limited to only perpetrator fatalities

Total number of 
injured

Number of confirmed non-fatal 
injuries to both perpetrators and 
victims

Number of 
perpetrators 
injured

Limited to only perpetrator fatalities

Property dam-
age?

Indication if there is evidence of 
property damage from the incident

Extent of prop-
erty damage

If “Property damage?” is “Yes”, then 
one of three categories describes 
the extent of the property damage

Value of prop-
erty damage

If “Property damage?” is “Yes”, then 
the exact U.S. dollar amount (at the 
time of the incident) of total dam-
ages is listed

Hostages or 
kidnapping 
victims

This field records whether or not the 
victims were taken hostage

Total number 
of hostages/
kidnapping 
victims

Total number of hostages or kidnap-
ping victims

Hours/Days of 
kidnapping/
hostage 
incident

Duration of the incident in case of 
kidnapping

Ransom 
demanded

Indication if the incident involved a 
demand of monetary ransom

Total ransom 
amount 
demanded

If a ransom was demanded, then the 
amount (in U.S. dollars) is listed in 
this field

Total ransom 
amount paid

If a ransom amount was paid, then 
the amount (in U.S. dollars) is listed 
in this field

Kidnapping/
Hostage 
outcome

This field captures the eventual fate 
of hostages and kidnap victims

Number 
released/
escaped/res-
cued

Number of hostages who survived 
the incident
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