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Spatial analysis of outdoor indecent assault 
risk: a study using ambient population data
Hiroki M. Adachi1*   and Tomoki Nakaya1 

Abstract 

Spatiotemporal data on ambient populations have recently become widely available. Although previous studies have 
indicated a link between the spatial patterns of crime occurrence and ambient population distribution, more detailed 
information, such as the population most likely to be victims by gender and age group, could better predict the risk 
of crime occurrence. Therefore, this study aimed to analyze the risk of indecent assault, a typical crime with a high 
number of young female victims, in southern Kyoto Prefecture. We utilized population distribution by gender and age 
group at different times of the day. After extracting daily patterns (factors) of the population using non-negative 
matrix factorization, we statistically modeled the risk of indecent assault using a spatial conditional autoregressive 
model. The results showed that the model, which considered a spatiotemporal ambient population, demonstrated 
superior performance during nighttime hours. Furthermore, by interpreting the factors significantly associated 
with the risk of crime occurrence, the findings provided valuable insights into local crime prevention measures 
that consider daily temporal changes in the gender and age-group composition of individuals present in a specific 
area.

Keywords Street crime, Ambient population, Mobile spatial statistics, Non-negative matrix factorization, Conditional 
autoregressive model

Introduction
Crimes occur at specific locations and times (Brunsdon 
et al., 2007; Newton & Felson, 2015; Sherman et al., 1989; 
Weisburd, 2015). If the time and space in which the risk 
of a crime increases can be identified, specific crime pre-
vention measures can be recommended to law enforce-
ment agencies and citizens, thereby reducing the number 
of crimes. The opportunity to commit a crime occurs 
when the offender and the target of the crime (target) 
come together in the same time and space. The routine 
activity approach considers the time and space in which 
"motivated offenders," "suitable targets," and the "absence 

of capable guardians" converge to create the conditions 
for the establishment of a crime (Cohen & Felson, 1979). 
A capable guardian is some presence that intervenes in 
the crime opportunity by being there (Hollis et al., 2013), 
and is also associated with “eyes on the street” and natu-
ral surveillance as an effect of informal surveillance by a 
human presence (Jacobs, 1961; Newman, 1972).

Crime pattern theory, which incorporates the routine 
activity approach, focuses on templates of people’s daily 
activities to explain the relationship between offenders’ 
or targets’ activities and criminal opportunities (Brant-
ingham & Brantingham, 1984). Crime pattern theory 
emphasizes that people move between specific activity 
nodes as part of their routine activities (e.g., an activity 
pattern in which a person goes from home to work in the 
morning, leaves in the evening, drinks with colleagues at 
a particular downtown establishment at a specific res-
taurant, and returns home at a fixed time). It explains 
that criminal opportunities arise in a time–space where 
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potential victims’ and offenders’ lifestyles and daily activ-
ity patterns overlap. In addition, crime pattern theory 
elucidates the mechanism of crime hot spot occurrence 
through crime generators and crime attractors (Brant-
ingham & Brantingham, 1995). Crime generators are 
specific areas where large numbers of people congregate, 
such as shopping precincts and entertainment districts. 
Crime attractors pertain to areas known for criminal 
opportunities, including bar districts and prostitution 
areas. Therefore, the risk of crime is considered higher 
around facilities used by people at certain times of the 
day because of the large number of interacting people.

For example, Haberman and Ratcliffe (2015) demon-
strated that the relationship between the risk of robbery 
in Philadelphia and surrounding facilities varies with the 
time of day. They suggested that dynamic changes in the 
number of people using various facilities affect the risk 
of crime. Felson and Boivin (2015) examined the relation-
ship between the number of property and assault crimes, 
respectively, and the number of visitors for various travel 
purposes (work, shopping, recreation, and education) 
and found a statistically significant correlation between 
these increases. Therefore, it is important to investigate 
the relationship between the amount of human presence 
and crime. Several studies have used residential popula-
tion data obtained from the census to determine the rela-
tionship between static population and crime. However, 
the residential population does not reflect population 
changes due to patterns of human activity (Boggs, 1965).

In recent years, advances in information technology 
have made ambient population data available in various 
ways (Andresen, 2006, 2011). For example, location data 
from cell phones and social network services (SNS) can 
be examined to indirectly learn about the ambient popu-
lation. Several studies have quantitatively assessed the 
association between ambient population data and crime 
risk (Amemiya et  al., 2018; Andresen & Jenion, 2010; 
Bogomolov et  al., 2015; Hanaoka, 2016; Harada, 2020; 
Hipp et  al., 2019; Malleson & Andresen, 2015; Tucker 
et  al., 2021). For example, Hipp et  al. (2019) estimated 
the probability of a crime occurring in each census block 
every 2  h based on SNS tweet data. As a result, they 
could discuss crime risk in terms of suitable targets and 
capable guardians. Tucker et  al. (2021) used geotagged 
Twitter data to study the correlation between ambient 
population and crime occurrence in four different time 
periods: weekday days, weekday nights, weekend days, 
and weekend nights. They found that the impact of com-
muters and tourists on crime varies by crime type and 
time of day. Hanaoka (2016) showed that the relation-
ship between ambient population and snatch-and-run 
risk is reversed between daytime and nighttime through 
an analysis using ambient population data obtained from 

mobile phone GPS location data. The usefulness of crime 
research focusing on human activity patterns through 
ambient population in crime analysis is beginning to be 
demonstrated (Newton et al., 2021).

Objectives
As noted above, many studies have suggested the utility 
of using ambient population in crime research. However, 
people’s activity patterns are likely to vary by gender and 
age (Collia et al., 2003; Hamed & Mannering, 1993; Havet 
et al., 2021; Masso et al., 2019). Furthermore, differences 
exist in the number of victims based on gender and age 
(Morgan & Thompson, 2021). For example, victims of 
indecent assaults are primarily women in their teens 
and 20s (Cabinet Office, 2012; National Police Agency, 
2020; Perkins, 1997). Given this fact and considering the 
routine activity approach and crime pattern theory, the 
ambient population by gender and age group (APGA) 
related to potential victims is likely to differ across space 
and time. Harada (2020), using “People Flow Project” 
data based on a Person trip (PT) survey, showed that the 
risk of snatch-and-run victimization in Tokyo is higher 
for older women and housewives, emphasizing attributes 
such as gender, age group, and means of transportation. 
The study also suggested that an analysis focusing on the 
attributes of victims is essential.

Bogomolov et  al. (2015) conducted a crime predic-
tion study using APGA obtained from cell phone data. 
They showed that ambient population and demographic 
data contributed significantly to prediction accuracy. 
Although their study demonstrated that APGA could 
improve the accuracy of crime prediction, an examina-
tion of the relationship between APGA and crime risk 
was beyond its scope, as the primary goal was to exam-
ine better crime prediction methods. However, not many 
crime studies based on APGA have been conducted. 
Thus, while existing research suggests that APGA is cru-
cial information explaining criminal risk, few studies 
have used spatiotemporally detailed APGA.

Recognizing the need to select a crime category focus-
ing on a specific gender and age group to demonstrate 
the applicability of APGA to crime analysis, this study 
selected indecent assault as its subject. Indecent assaults 
are index crimes used to monitor public safety in Japan. 
Although sex crimes, including indecent assaults, have 
been declining in recent years, the reduction is smaller 
than for street crimes (Kyoto Prefecture Police, 2020), 
and the severity of the damage they cause, known as 
the “murder of the soul” (National Police Agency, 2008), 
requires focused action.

To understand when and where these crimes are most 
likely to occur, it is crucial to examine the conditions 



Page 3 of 13Adachi and Nakaya  Crime Science            (2024) 13:7  

under which the “suitable targets” and “absence of capa-
ble guardians” of the routine activity approach are likely 
to be established. According to information on reported 
cases of indecent assaults in Japan, approximately 97% of 
victims are female, with approximately 80% in their teens 
to 20s (National Police Agency, 2020). The reasons why 
young women are more likely to be suitable targets for 
sexual offenses may be related to their low resistance and 
the sexual preferences of offenders, although a precise 
theoretical explanation is beyond the scope of this study. 
Because the number of these assaults increases from the 
evening to late at night, the distribution of capable guard-
ians during this period should be considered.

Based on the above information, this study aimed to 
analyze the distribution of the population likely to be 
"suitable targets" and the "capable guardians" by using 
the distribution of the population at different times of 
the day by gender and age when examining the location 
of outdoor indecent assaults. Additionally, we perform 
spatial regression modeling of the number of reported 
crimes of indecent assaults that occurred outdoors in 
the southern part of Kyoto Prefecture, Japan, from 2015 
to 2019 using APGA based on large-scale cell phone net-
work information.

Materials and methods
Ambient population data
Mobile Spatial Statistics (DOCOMO InsightMarketing, 
Inc., Tokyo, Japan) comprise population statistics gen-
erated using operational data from the cell phone net-
work of NTT DOCOMO (Okajima et  al., 2013; Terada 
et  al., 2013). Specifically, they provide hourly popula-
tion distributions in small spatial units, approximately 
500 m × 500 m grid cells, which are half the grid squares 
of the Standard Grid Square (Statistics Bureau of Japan), 
categorized by total number, gender, and age group. This 
study focuses on all areas south of Kyoto City in Kyoto 
Prefecture as the study area (Fig. 1). The average APGA 
on weekdays, excluding holidays (244  days), from Janu-
ary 1, 2019, to December 31, 2019, represents the gen-
eral APGA of the study area. It is important to note that 
for Mobile Spatial Statistics, the data by gender and age 
group comprise two gender categories (men and women) 
and seven age categories (15–19, 20–29, 30–39, 40–49, 
50–59, 60–69, and 70–79), respectively. A total of 336 
columns of data representing the ambient population by 
time (24 columns), gender (two columns), and age (seven 
columns) were used. We excluded grid cells that con-
tained zeros in any of the fields, signifying the absence of 
people at any time of day, resulting in 1,520 grid cells for 
analysis.

Figure 2 presents the hourly changes in APGA for the 
grid cells containing the central station, downtown area, 

and women’s college. In the grid containing the central 
station (Fig.  2a), individuals in their teens and men in 
their 40s exhibited small peaks from 6 a.m. to 9 a.m. and 
5 p.m. to 6 p.m., indicating commuting patterns to work 
and school. On the contrary, women in their 40s and men 

Fig. 1 Survey area. The blue dots represent railroad stations 
and the blue lines railroad lines. The red rectangle is the area analyzed 
in this study; it is a relatively populated and central area
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Fig. 2 Average APGA on weekdays. a The grid cell containing 
the central station (Kyoto station). b The grid cell containing 
the downtown area (Kawaramachi and Gion). c The grid cell 
containing the women’s college
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and women in their 70s showed an increase in the 9 a.m. 
to 4 p.m. period, indicating daytime trips, such as shop-
ping. For the grid including the downtown area (Fig. 2b), 
the population of people in their teens and 40s increased 
after 5 p.m., indicating heightened activity in nightlife 
facilities. Conversely, the population in their 70s showed 
no increase at night. The grid including the women’s col-
lege (Fig. 2c) demonstrated an increase in only women in 
their teens from 7 a.m. to 7 p.m., indicating gatherings of 
female students for classes and other activities.

Dimension reduction by non‑negative matrix factorization
The APGA comprises 336 variables, some of which are 
strongly correlated with each other (e.g., the Pearson 
correlation coefficient of ambient population for men in 
their 20s and 30s in the grid cell containing the central 
station is 0.96). This situation poses the risk of multicol-
linearity during data analysis and makes interpretation 
difficult due to the large number of variables. To over-
come this issue, we employed a dimension reduction 
technique known as non-negative matrix factorization 
(NMF).

NMF approximates a non-negative matrix as the 
product of non-negative matrices. It reconstructs each 
component of a non-negative matrix by adding up non-
negative values, facilitating easy interpretation of decom-
position results. NMF is often used for feature extraction 
from images, topic recovery, document classification, and 
audio source separation (Gillis, 2020). Given that ambi-
ent population values are positive, we selected NMF for 
this study.

Specifically, let X be a n× k non-negative matrix (data 
matrix), W  a n× r non-negative matrix (basis matrix), 
and H a r × k non-negative matrix (coefficient matrix). 
Subsequently, NMF decomposes X as follows:

This is accomplished by minimizing the distance 
between X and WH :

where D is a distance function such as the Kullback–Lei-
bler divergence (KL divergence) or Euclidean distance. r 
is the dimension (rank) after dimension reduction. We 
can choose any r , where r ≤ min(n, k).

NMF outcomes depend on the initial values of W  and 
H . We utilized the non-negative double singular value 
decomposition (NNDSVD) method, which employs the 
non-negative component of the singular vector obtained 
by singular value decomposition as the initial value. 
The NNDSVD method uniquely determines initial val-
ues and enhances sparsity by replacing negative-valued 

X ∼ WH .

minD(X ,WH),

elements of singular vectors with zeros. Additionally, the 
non-smooth non-negative matrix factorization (nsNMF) 
algorithm (Pascual-Montano et al., 2006), using KL diver-
gence and providing sparse results, was employed. The 
NMF package in R was used for NMF calculations.

Crime occurrence data
This study focuses on indecent assaults in Kyoto Prefec-
ture between January 1, 2015, and December 31, 2019, as 
reported to the Kyoto Prefectural Police. It is important 
to note that several considerations apply to crime data 
recorded by the police. For example, not all crimes are 
recorded, and the number of reported crimes is skewed 
by region (Buil-Gil et  al., 2021; Pina-Sánchez et  al., 
2023). The present study is also subject to such limita-
tions. Furthermore, it should be noted that sex crimes, 
also covered in this study, are generally reported in lower 
numbers than non-sex crimes (Ministry of Justice, 2020).

Now, considering the 336 variables in the APGA, while 
analyzing the correspondence between the number of 
crimes matching each condition in the aggregate would 
be desirable, the number of crimes is too small for such 
a resolution. Therefore, this study aimed to extract the 
general typology of APGAs and examine their cumula-
tive total in relation to crimes. Hanaoka (2016) success-
fully demonstrated the relationship between ambient 
population and snatch-and-run patterns by dividing the 
time period into daytime (6 a.m. to 6 p.m.) and night-
time (7 p.m. to 5 a.m.). The data analysis was conducted 
separately for each case, focusing on the distinct patterns 
of crimes during the day and night. Following Hanao-
ka’s methodology, we divided the time of occurrence 
into daytime (6 a.m. to 5 p.m.) and nighttime (6 p.m. to 
5 a.m.), where indecent assaults peaked between 6 p.m. 
and 2 p.m., differing from the daytime trend (Fig. 3). The 
number of indecent assaults recorded was 46 during the 
day and 300 during the night. We counted each crime per 
500-m grid cell for statistical modeling. Notably, approx-
imately 85% of victims aged 15  years and older were in 
their teens and 20s.

Geographic environmental factor data
This study incorporated variables related to people’s daily 
activity patterns as control variables for spatial statisti-
cal modeling. First, we employed these variables based 
on the premise that environments with larger building 
areas or longer road lengths are more likely to be inhab-
ited (built environment variables). Next, we considered 
facilities that are frequently visited by many people (facil-
ity variables). According to studies by Felson and Boivin 
(2015) and Boivin and Felson (2018), people’s visitation 
purposes can be categorized as employment, shopping, 
recreation, and education, and their association with the 
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risk of crime occurrence was examined. These purposes 
and the related facilities are considered crime generators 
(Brantingham & Brantingham, 1995).

We identified stations and bus stops as facilities com-
monly used by people, regardless of their purpose of 
travel. People engaged in work or educational activi-
ties are likely to concentrate around these facilities at 
specific times, such as commuting to work or returning 

home (Fig. 2a). We considered high schools, universities, 
and junior colleges as facilities for educational purposes. 
It is important to note that we excluded the number of 
elementary and junior high schools from consideration 
since the data for the ambient population aged 15 years 
and older were utilized. Facilities related to recreation 
and lifestyle were regarded as facilities for recreational 
purposes. Each facility’s count in every grid cell served 
as an explanatory variable in our spatial statistical mod-
eling. Table 1 provides details regarding each variable and 
its source.

Spatial statistical modeling
The number of crimes in each grid cell within the study 
area tends to be generally small, resembling a distribu-
tion that could follow a Poisson distribution, often appli-
cable to crime data with rare probabilities of occurrence 
(MacDonald & Lattimore, 2010). In addition, geographic 
data commonly exhibit spatial autocorrelation. Given 
the inherent uncertainty in observational data such as 
crime, it is considered appropriate to perform mod-
eling that considers the spatial autocorrelation between 
predicted and measured values. Therefore, we assume 
that the number of crimes follows a Poisson distribu-
tion and employ the conditional autoregressive (CAR) 
model, which accounts for spatial correlation in random 
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Fig. 3 Number of indecent assaults by the time of day in the target 
area on weekdays, from January 1, 2015, to December 31, 2019

Table 1 Explanatory variables

NMF: non-negative matrix factorization

Variables Source Count Median Min Max

Target variable

 Indecent assault (Daytime) 46 0 0 2

 Indecent assault (Nighttime) 300 0 0 8

Ambient population variables

 (Weight components of each factor
by NMF)

Built-environment variables

 Building area Fundamental geospatial data
(Geospatial Information Authority of Japan;
obtained December 2020)

49,317 7 155,754

 Total street length ArcGIS Geo Suite Road Network 2021
(ESRI Japan Inc.)

4,675 0 13,053

Facility variables

 Number of train stations Digital national land information
(Published 2019)

0 0 6

 Number of bus stops Digital national land information
(Published 2010)

0 0 26

 Number of high schools MapFan DB (GeoTechnologies Inc.) 0 0 2

 Number of universities and junior colleges MapFan DB (GeoTechnologies Inc.) 0 0 2

 Number of convenience stores MapFan DB (GeoTechnologies Inc.) 0 0 20

 Number of wholesale trades and retail trades Economic census (2016) 6 0 431

 Number of life-related
and entertainment services

Economic census (2016) 2 0 98
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variation caused by unknown factors. Specifically, we use 
the Leroux model (Lawson, 2021), which estimates the 
strength of smoothing in adjacent random effects. The 
Leroux model is expressed as follows:

Here, yi is the number of reported crimes, xi the vector 
of explanatory variables, β the vector of coefficients, ui 
the random effect with spatial correlation for the i th grid, 
u−i the random effect of adjacent cells of the i th grid, wij 
the adjacency matrix, ρ the strength of the spatial corre-
lation, and τ 2u the variance of the spatial random effect. 
The model allows flexible estimation of the strength of 
spatial correlation, ranging from no spatial correlation 
( ρ = 0 ) to solid spatial correlation ( ρ = 1 ). Table  1 lists 
the explanatory variables used in this study. We used 
standardized variables (mean transformed to 0, standard 
deviation to 1) and a queen adjacency matrix. To avoid 
multicollinearity, we excluded convenience stores and 
wholesale and retail establishments with a variance infla-
tion factor (VIF) of 8 or above. We used the CARBayes 
package in R for estimating the CAR model (Lee, 2013).

Results
Settings and results of NMF
We set the rank of NMF to 8, running the NMF 30 times 
with random initial values each time. High values of 
cophenetic correlation coefficients were observed, indi-
cating a robust basis. The basis vectors (hereafter, factors) 
were standardized such that the sum of their elements 
equaled 1.

Interpretation of each factor obtained by dimension 
reduction
Table  2 presents the interpretation of each factor 
obtained using NMF.

Figure  4 illustrates the values and geographic distri-
butions of each factor in the downtown area, which has 
a relatively large population distribution in the study 
area (Fig.  1). Factor 1 (Fig.  4a) exhibited high values 
at locations slightly away from the train station. The 
relatively higher values between 9 p.m. and 7 a.m. sug-
gest many people staying at home during this time. In 
addition, the values generally decreased from 8 a.m. 
to 8 p.m., but the degree of decrease reduced with 

yi ∼ Poisson(�i)

ln(�i) = x
T
i β + ui

ui|u−i ∼ Normal

(

ρ
∑

jujwij

ρ
∑

jwij + 1− ρ
,

τ 2u

ρ
∑

jwij + 1− ρ

)

.

increasing age. Therefore, we interpreted Factor 1 as a 
degree of the "suburban residential area.” School-going 
and working individuals are likely to move to other 
areas during the day.

The area with a high Factor 2 (Fig. 4b) demonstrated 
high values near stations with exceptionally high rider-
ship in Kyoto City, such as the Kyoto and Shijo Stations, 
which many people use daily. In this area, the popula-
tion of individuals in their 20s to 50s, regardless of gen-
der, increases from 8 a.m. to 8 p.m. but is small from 12 
a.m. to 7 p.m. We interpreted the area as the degree of 
"place of work and shopping with office and shopping 
areas," as the area has many facilities used by numerous 
people during the daytime.

Factor 3 (Fig. 4c) showed an increase in the number 
of young people in their teens and 20s during the day, 
with a certain number remaining in the area during the 
night. Furthermore, since areas with high Factor 3 val-
ues have universities and high schools, we interpreted 
this as "areas with or around high schools and college 
students.”

Factor 4 (Fig.  4d) demonstrated significantly higher 
values at central stations and downtown areas. The 
value of Factor 4 was zero for men between 4 a.m. and 5 
p.m., while it was present for women in their 20s to 30s 
and 60s to 70s around 11 p.m. Therefore, the area with a 
high Factor 4 was considered an area with facilities that 
women visit during the daytime. In particular, those in 
their 20s and 30s were seen to remain in the area until 3 
a.m. An area with this pattern implies a downtown area 
with many nightlife facilities such as pubs. Based on 
these results, we categorized the areas with high Factor 
4 as “nightlife in the downtown area, shopping destina-
tions for young and older women”. This interpretation is 
reasonable because the number of men in their 70s and 
women in their 60s and 70s decreases after 6 p.m.

Table 2 Interpretation of each factor obtained using non-
negative matrix factorization (NMF)

Factor Interpretation

1 Suburban residential area

2 Place of work and shopping with office and shopping areas

3 Areas with many students in or near high schools and univer-
sities

4 Nightlife in the downtown area, shopping destinations 
for young women and older women

5 Residential area with a large number of young people

6 Residential area with a stable population of people in their 
30s–50s

7 Places of work for men, such as factories

8 Daytime activity places for young women and older people, 
such as hospitals and welfare facilities
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Factor 5 (Fig.  4e) exhibited high values around major 
stations, such as Kyoto and Shijo. However, it was present 
only from 8 p.m. to 9 a.m. for women in their 20s to 50s. 
Men also demonstrated the same trend but with non-
zero values for the 10 a.m. to 7 p.m. periods. Therefore, 
we interpreted the area with high Factor 5 as a "residen-
tial area with a large number of young people.”

Factor 6 (Fig. 4f ) suggested that men in their 30s to 50s 
stayed only from 10 p.m. to 7 a.m. and likely worked dur-
ing the day. However, the number of women in their 30s 
to 50s did not decrease significantly during the daytime, 
and they were consistently present. These women may 
be homemakers. Based on this trend, we interpreted the 
area with high Factor 6 as a "residential area with a stable 
population of people from their 30s to 50s," considering 
it as the residential area of the working generation.

Factor 7 (Fig. 4g) was rarely experienced by women. By 
contrast, the number of men in their 30s to 50s increased 
significantly from 7 a.m. to 6 p.m. This trend can be con-
sidered to represent an area with a large number of male 
workers. In addition, Factor 7 was higher in factories and 
central wholesale markets. Therefore, we interpreted the 
area with high Factor 7 as “places of work for men, such 
as factories.”

Factor 8 (Fig.  4h) showed an increase from 8 a.m. to 
4 p.m., especially among men and women in their 60s 
and 70s. It is also notable that women in their 20s were 
observed between 2 p.m. and 4 p.m. The geographic 
distribution of Factor 8 was higher in facilities such as 
hospitals and temples. Considering these factors, we 
interpreted the areas with a high Factor 8 as "daytime 
activity places for young women and older people, such 
as hospitals and welfare facilities.”

Evaluation of spatial statistical modeling
Table  3 presents the estimation results of the spatial 
regression model. It is noteworthy that the absolute value 
of Geweke’s diagnostics for all explanatory variables in 
the models of occurrence during daytime and nighttime 
is below 1.96. This suggests that the sampling of Markov 
chain Monte Carlo had converged for each coefficient.

For the weight components of each factor (hereafter 
called ambient population variables) that occurred dur-
ing the daytime, all coefficients on 95% Bayesian credible 
intervals (CIs) included zero, making it unclear whether 
these variables are positively or negatively associated 
with the number of crime occurrences. A comparison of 

the deviance information criterion (DIC) for this model 
with and without ambient population variables revealed 
that the model without ambient population variables 
had a lower DIC and showed no utility from introduc-
ing ambient population variables (with: 378.4; without: 
369.5).

In the model of occurrence during nighttime, a com-
parison of the DIC of the models with and without ambi-
ent population variables confirmed their usefulness. The 
results indicate that the DIC of the model with the ambi-
ent population variable was better (with: 1265.9; without: 
1274.2; Table 3). Therefore, a better model was obtained 
for both crime types by considering ambient population 
variables. Further comparison of each crime-type model 
with and without spatially correlated random effects 
indicated that the model had a lower DIC when account-
ing for spatially correlated random effects (with: 1265.9; 
without: 1387.8; Table 3).

Explanation of each estimation
For ambient population variables, positive coefficient 
parameters were obtained for Factors 1, 4, 5, and 8 for 
nighttime indecent assaults (median coefficient param-
eter of Factor 1: 0.27; 95% CI [0.10, 0.46]; Factor 4: 
0.13:95% CI [0.03, 0.23]; Factor 5: 0.13; 95% CI [0.00, 
0.25]; Factor 8: 0.19; 95% CI [0.07, 0.31]).

Among the built environment variables (Table  3), the 
posterior median parameter of the building area (0.39; 
95% CI [0.07, 0.73]) and total street length (0.50; 95% CI 
[0.25, 0.78]) indicated relatively statistically significant 
positive coefficient parameters. This finding suggests 
that these crimes may have occurred in well-developed 
environments. Since this study employed standardized 
explanatory variables, we could compare the size of each 
coefficient. The results indicated that the magnitudes of 
the coefficients for the ambient population variable were 
larger for Factors 1, 8, 4, and 5, in that order, and were 
relatively small compared to the built environment vari-
ables (building area and total street length). Nonetheless, 
those coefficients comprised approximately half of the 
coefficients for the built environment variables, which we 
judge to be of a magnitude that affects the risk of crime 
occurrence. The parameter estimation results showed 
that indecent assault may have a random effect with a rel-
atively weak spatial correlation (0.24; 95% CI [0.02, 0.61]).

Figure  5 shows the number of reported crimes for 
each crime type and the regression analysis predictions. 

(See figure on next page.)
Fig. 4 Hourly weight component values and geographic distribution of each factor (basis vector of NMF). a Factor 1, b Factor 2, c Factor 3, d Factor 
4, e Factor 5, f Factor 6, g Factor 7, h Factor 8. The unit of value is 10e−3. The lines and triangles represent train lines and stations, respectively. The 
maps show only the central part of Kyoto City. See Appendix A in Additional file 1 for the distribution of the entire study area
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Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 1.2 1.1 0.8 0.3 0.2 0.1 0.0 0.0 0.0 0.1 0.2 0.4 0.4 0.5 0.6 0.7 0.9 1.1 1.2 1.2 1.2 1.2 1.2 1.2 

20s 2.3 2.1 1.6 1.3 1.2 1.0 0.9 0.9 0.9 0.9 0.9 1.0 0.9 0.8 1.0 1.2 1.4 1.7 2.0 2.1 2.2 2.2 2.3 2.3 

30s 2.8 2.4 1.6 1.3 1.2 1.3 1.2 1.2 1.2 1.2 1.2 1.3 1.2 1.4 1.7 2.0 2.3 2.4 2.6 2.7 2.8 2.8 2.8 2.8 

40s 4.2 3.6 2.6 2.1 2.0 2.0 2.0 1.9 2.0 2.0 2.0 2.1 2.2 2.6 3.1 3.6 3.7 4.0 4.3 4.4 4.4 4.4 4.4 4.3 

50s 3.7 3.2 2.2 1.8 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.8 2.0 2.4 2.8 3.2 3.6 3.7 3.9 3.9 3.9 3.9 4.0 4.0 

60s 4.7 4.3 3.6 3.5 3.3 3.2 3.2 2.8 2.8 2.9 3.0 3.2 3.4 3.9 4.3 4.6 4.8 5.0 5.0 5.0 5.0 5.0 5.0 5.0 

70s 4.7 4.6 4.4 4.2 4.3 4.2 4.0 4.0 4.0 4.0 4.1 4.3 4.6 4.7 4.7 4.7 4.7 4.7 4.7 4.7 4.7 4.7 4.7 4.7 

Women
Teens 1.0 0.9 0.5 0.2 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.2 0.4 0.6 0.8 0.9 1.0 1.0 1.0 1.0 1.0 1.0 

20s 2.3 1.9 1.9 1.4 1.3 1.1 0.7 0.6 0.7 0.7 0.7 0.7 0.7 0.8 1.0 1.2 1.4 1.7 2.0 2.1 2.1 2.1 2.1 2.3 

30s 3.2 3.1 2.9 2.4 2.3 2.2 1.9 1.9 1.9 2.0 2.0 2.1 2.2 2.3 2.5 2.6 2.8 2.9 3.1 3.1 3.2 3.2 3.2 3.2 

40s 4.9 4.9 4.5 3.8 3.7 3.5 3.4 3.4 3.5 3.5 3.6 3.6 3.6 4.0 4.2 4.5 4.8 4.9 5.0 5.0 5.0 5.0 5.0 5.0 

50s 4.4 4.3 3.9 3.4 3.1 3.3 3.2 3.2 3.2 3.2 3.3 2.9 3.1 3.4 3.8 4.0 4.2 4.4 4.4 4.4 4.4 4.4 4.5 4.4 

60s 5.8 5.8 5.6 5.4 5.3 4.2 4.1 4.1 4.2 4.3 4.8 5.0 5.2 5.4 5.7 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 

70s 5.8 5.8 5.8 5.6 5.4 4.8 4.8 4.8 4.8 4.9 5.1 5.5 5.7 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 

(a) Suburban residential area

Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 0.0 0.0 0.0 0.7 1.0 1.1 1.4 1.6 1.6 1.8 1.9 2.4 2.0 1.6 1.2 0.7 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

20s 0.0 0.0 4.9 7.9 8.9 9.5 10.1 10.6 10.9 11.1 11.2 11.3 10.0 7.6 5.9 4.4 2.9 1.6 0.0 0.0 0.0 0.0 0.0 0.0 

30s 0.0 0.0 5.3 8.3 9.2 9.9 10.1 10.3 10.4 10.3 10.2 9.9 8.3 6.6 4.8 3.2 1.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

40s 0.0 0.0 5.5 8.8 9.8 10.3 10.5 10.6 10.7 10.5 10.2 9.6 7.8 5.7 3.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

50s 0.0 0.0 4.7 7.1 7.9 8.3 8.5 8.6 8.7 8.5 8.2 7.7 6.2 4.2 2.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

60s 0.0 0.0 0.0 5.8 6.7 7.2 7.4 6.2 6.2 5.9 5.5 4.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Women
Teens 0.0 0.0 0.2 0.4 0.9 1.2 1.5 1.8 1.9 2.2 2.5 2.2 2.1 1.7 1.3 0.8 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

20s 0.0 0.0 4.1 7.5 9.9 11.0 11.0 11.5 12.1 12.3 12.1 11.3 9.9 7.8 6.0 4.0 2.2 1.0 0.0 0.0 0.0 0.0 0.0 0.0 

30s 0.0 0.0 0.0 7.2 9.7 10.8 10.8 10.7 10.6 10.2 9.6 8.4 6.3 4.3 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

40s 0.0 0.0 0.0 7.8 10.7 12.0 12.6 12.6 12.3 11.6 10.7 8.8 5.7 3.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

50s 0.0 0.0 0.0 5.8 7.4 9.1 9.7 9.8 9.8 9.4 8.8 6.8 4.8 2.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

60s 0.0 0.0 0.0 0.0 0.0 4.7 5.1 5.1 5.0 4.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

(b) Place of work and shopping with office and shopping
      areas

Shijo sta�on

Kawaramachi, Gion
(downtown)

Kyoto Sta�on
(central sta�on)

Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 6.1 6.8 12.1 20.0 22.8 23.6 24.1 23.3 23.6 21.9 20.3 16.1 12.9 10.4 8.5 7.2 6.6 6.2 6.1 6.0 6.1 6.0 6.0 6.0 

20s 5.5 6.2 4.8 8.4 11.4 13.7 14.8 15.0 15.8 14.6 14.0 10.6 8.8 7.6 6.8 6.0 5.5 5.6 5.9 5.7 5.6 5.5 5.6 5.6 

30s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

40s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

50s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Women 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Teens 6.6 7.2 12.2 21.5 25.1 26.3 26.2 25.0 25.1 23.7 21.7 15.1 11.6 9.0 7.9 7.4 7.0 6.7 6.6 6.5 6.5 6.5 6.5 6.5 

20s 3.5 3.9 3.5 6.5 10.4 12.0 12.0 12.0 13.6 12.4 11.8 7.7 5.9 4.9 4.7 3.6 3.2 3.4 3.5 3.5 3.3 3.3 3.3 3.3 

30s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

40s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

50s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.8 1.5 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

(c) Areas with many students in or near high schools
      and universities

(d) Nightlife in the downtown area, shopping destinations
      for young women and older women 

Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5.1 7.0 6.9 6.2 4.5 1.9 0.0 0.0 0.0 0.0 0.0 0.0 

20s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7.5 13.1 15.2 15.5 14.2 11.1 6.7 4.7 3.7 2.8 0.0 0.0 

30s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7.5 11.7 13.6 13.9 13.0 9.8 5.2 3.7 2.4 1.5 0.8 0.0 

40s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 8.0 12.6 14.0 15.5 9.4 5.5 0.5 0.0 0.0 0.0 0.0 0.0 

50s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.3 9.6 9.8 10.3 7.4 3.2 0.0 0.0 0.0 0.0 0.0 0.0 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 8.9 7.4 5.4 3.6 1.6 0.1 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Women
Teens 0.0 1.2 3.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7.5 9.9 11.4 11.5 10.7 8.1 4.1 1.2 0.5 0.1 0.0 0.0 0.0 

20s 0.0 8.2 0.0 0.0 0.0 0.0 10.1 10.7 11.3 11.9 12.7 14.7 20.2 25.1 27.1 24.3 21.3 17.0 11.6 9.5 7.2 6.4 5.7 0.0 

30s 0.0 0.0 0.0 0.0 0.0 0.0 6.9 6.9 6.7 6.4 7.0 8.1 11.3 13.1 11.8 12.1 9.0 6.3 3.0 1.7 0.4 0.0 0.0 0.0 

40s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.8 11.0 11.6 11.6 7.4 3.4 0.4 0.0 0.0 0.0 0.0 0.0 0.0 

50s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7.5 11.0 11.6 12.0 7.1 4.0 1.3 0.0 0.0 0.0 0.0 0.0 0.0 

60s 0.0 0.0 0.0 0.0 0.0 4.9 6.3 6.0 5.9 5.6 9.9 8.0 6.5 4.1 2.2 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 7.1 8.4 8.3 8.1 7.2 5.5 3.5 1.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Doshisha Univ.

Ryukoku Univ.

Kyoto Univ.

Kawaramachi, Gion
(downtown)

Kyoto Sta�on
(central sta�on)

Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

20s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

30s 8.6 6.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7.0 8.1 8.5 8.8 9.0 9.0 9.1 

40s 12.1 9.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 10.2 11.5 12.7 13.0 13.1 13.1 13.0 12.8 

50s 5.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4.9 5.7 5.8 5.8 5.7 5.9 5.9 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Women
Teens 2.6 2.2 0.8 1.1 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.2 2.5 2.6 2.7 2.8 2.8 2.7 

20s 3.3 2.1 0.0 1.4 3.2 2.6 0.3 0.1 0.4 0.4 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.5 2.6 2.7 3.4 

30s 13.2 13.0 12.0 9.7 10.4 9.8 8.2 8.3 8.4 8.7 8.9 9.4 10.0 10.4 10.5 11.2 11.6 12.0 12.6 12.8 13.1 13.2 13.2 13.2 

40s 15.8 15.5 14.2 11.6 11.9 11.3 11.1 11.2 11.4 11.8 12.3 11.6 11.5 12.8 13.8 14.6 15.2 15.7 15.8 15.8 15.8 15.7 15.8 15.8 

50s 5.4 5.1 4.7 4.7 4.2 5.3 5.1 4.9 4.9 5.1 5.3 3.2 3.3 4.0 5.3 4.7 5.1 5.4 5.4 5.4 5.5 5.4 5.4 5.3 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 4.5 4.8 4.2 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.5 2.4 3.5 4.1 4.5 4.5 4.4 4.4 4.5 4.5 

20s 17.7 18.1 14.4 11.1 9.1 7.3 6.7 6.1 5.4 5.5 5.6 6.8 6.2 5.8 7.2 8.9 11.1 13.3 16.0 16.5 16.8 17.0 17.8 17.8 

30s 8.3 9.0 7.1 4.8 4.1 4.3 4.3 4.0 3.8 3.8 3.8 4.1 2.8 3.1 4.0 5.1 6.5 6.1 7.1 7.5 7.7 7.9 8.1 8.3 

40s 3.9 5.7 5.9 4.0 3.5 3.2 3.1 3.0 2.9 2.9 3.1 3.7 2.6 2.6 3.1 4.7 2.7 3.0 3.8 3.8 3.7 3.7 3.7 3.8 

50s 4.9 6.9 4.9 3.6 3.2 3.0 2.9 2.8 2.7 2.8 3.0 3.5 2.6 2.6 3.1 4.3 4.9 4.4 4.9 4.8 4.8 4.8 5.3 5.3 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Women
Teens 2.1 2.2 1.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.2 1.3 1.9 2.0 2.0 2.1 2.1 2.1 

20s 14.3 12.5 12.0 7.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5.0 7.6 9.8 12.3 12.9 12.5 12.8 12.9 14.3 

30s 7.2 7.6 8.4 4.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.6 4.3 5.1 5.8 6.4 6.7 6.9 7.1 7.1 7.1 

40s 3.7 4.7 7.0 4.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.1 2.7 3.2 3.5 3.4 3.4 3.4 3.5 3.4 3.5 

50s 4.7 5.3 6.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.7 4.3 4.5 4.7 4.6 4.6 4.5 4.6 4.6 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

(e) Residential area with a large number of young people (f) Residential area with a stable population of people
      in their 30s–50s 

Kawaramachi, Gion
(downtown)

Kyoto Sta�on
(central sta�on)

Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 0.0 0.0 1.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

20s 1.3 4.6 7.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

30s 0.0 2.4 6.1 6.2 6.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.3 1.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

40s 0.0 0.3 6.0 6.6 7.0 7.0 6.9 6.3 6.1 5.7 5.1 4.5 2.7 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

50s 1.5 6.5 8.8 9.3 9.9 10.0 9.8 9.5 9.1 8.9 8.4 7.9 6.9 5.3 4.0 3.4 2.4 1.1 0.0 0.0 0.0 0.2 0.5 0.8 

60s 4.2 7.7 12.5 14.1 15.5 16.1 15.6 12.1 11.9 11.5 10.9 10.4 10.0 7.1 5.6 4.5 3.9 3.6 3.1 3.0 3.1 3.2 3.4 3.8 

70s 0.0 0.0 1.5 4.6 9.8 11.2 8.0 7.4 7.5 6.9 5.1 3.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Women
Teens 0.0 0.0 4.3 2.5 2.1 0.6 0.1 0.2 0.0 0.6 1.2 1.1 0.8 0.5 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

20s 8.3 10.3 14.7 13.2 13.7 12.2 10.7 10.1 0.0 0.0 0.0 10.1 9.7 8.8 8.4 7.3 7.6 8.0 8.2 7.9 7.5 7.3 7.4 7.9 

30s 0.0 0.8 7.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

40s 0.0 0.0 6.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

50s 1.1 3.8 11.0 13.0 14.6 0.0 0.0 0.0 0.0 0.0 0.0 11.1 9.1 6.3 5.4 2.8 0.0 0.0 0.0 0.0 0.0 0.3 0.3 0.5 

60s 0.0 1.7 5.8 10.8 16.6 12.7 11.6 10.5 10.3 9.7 11.8 8.9 5.3 2.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 5.8 11.8 13.4 12.2 11.3 11.1 9.9 7.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Time of day
a.m. p.m. a.m.

6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5
Men
Teens 0.0 0.0 0.0 1.7 1.2 1.0 0.7 0.7 0.7 0.8 0.8 0.9 0.8 0.7 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

20s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.2 2.0 1.2 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

30s 5.7 11.3 15.9 15.8 15.1 15.6 15.6 15.8 15.8 15.8 16.0 16.0 14.3 12.3 10.4 8.9 7.9 6.4 4.8 4.2 4.0 3.9 3.9 4.1 

40s 9.1 17.1 23.6 23.5 22.5 22.4 22.6 22.9 22.9 22.9 23.0 22.8 21.0 18.1 15.3 14.9 10.3 8.1 6.4 6.0 5.9 5.9 6.2 6.7 

50s 4.7 11.5 14.7 14.6 14.0 13.8 14.0 14.1 14.1 14.1 14.0 13.6 11.5 9.3 7.0 6.7 4.9 2.9 2.0 1.9 1.9 2.0 0.0 0.0 

60s 2.9 7.1 12.4 0.0 0.0 0.0 0.0 8.9 9.0 9.2 9.1 8.4 8.7 5.1 3.0 1.8 1.1 0.7 0.5 0.5 0.6 0.0 0.0 0.0 

70s 0.0 0.6 2.1 3.3 0.0 0.0 4.7 4.8 5.0 4.7 4.2 3.1 1.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Women
Teens 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

20s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

30s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.9 0.3 1.7 0.8 0.2 0.0 0.0 0.0 0.0 0.0 0.0 

40s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.9 1.7 2.7 1.3 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

50s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

60s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

70s 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

(g) Places of work for men, such as factories (h) Daytime activity places for young women and
      older people, such as hospitals and welfare facilities

Kawaramachi, Gion
(downtown)

Kyoto Sta�on
(central sta�on)

Industrial zone

Central wholesale 
market

Hospital

Temple

Fig. 4 (See legend on previous page.)
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The obtained model was able to predict high values for 
locations with a high number of indecent assaults (near 
downtown, Kyoto Station, Saiin Station, and along 

the railroad line). The Pearson correlation coefficient 
between the actual and predicted values for the study 
area was 0.843, a high positive correlation.

Table 3 Results of spatial regression

Indecent assault

Daytime Nighttime

Median 95% CI Median 95% CI

Intercept − 4.23 [− 4.72, − 3.81] − 2.91 [− 3.28, − 2.61]

Ambient population variables

 Factor 1: Suburban residential area 0.13 [− 0.27, 0.51] 0.27 [0.10, 0.46]
 Factor 2: Place of work and shopping with office and shopping areas − 0.04 [− 0.33, 0.23] 0.03 [− 0.13, 0.18]

 Factor 3: Areas with many students in or near high schools
and universities

− 0.01 [− 0.37, 0.26] 0.10 [− 0.05, 0.23]

 Factor 4: Nightlife in the downtown area, shopping destinations for young and older women 0.12 [− 0.02, 0.23] 0.13 [0.03, 0.23]
 Factor 5: Residential area with a large number of young people 0.14 [− 0.10, 0.34] 0.13 [0.00, 0.25]
 Factor 6: Residential area with a stable population of people in their 30s–50s − 0.01 [− 0.24, 0.19] − 0.06 [− 0.20, 0.06]

 Factor 7: Places of work for men, such as factories − 0.05 [− 0.38, 0.22] 0.06 [− 0.07, 0.19]

 Factor 8: Daytime activity places for young women and older people, such as hospitals 
and welfare facilities

0.12 [− 0.10, 0.33] 0.19 [0.07, 0.31]

Built-environment variables

 Building area − 0.10 [− 0.85, 0.57] 0.39 [0.07, 0.73]
 Total street length 0.63 [0.14, 1.11] 0.50 [0.25, 0.78]

Facility variables

 Number of train stations 0.31 [0.12, 0.49] 0.09 [− 0.03, 0.21]

 Number of bus stops − 0.05 [− 0.28, 0.19] 0.05 [− 0.08, 0.18]

 Number of high schools 0.26 [0.04, 0.45] 0.10 [− 0.03, 0.22]

 Number of universities and junior colleges − 0.07 [− 0.45, 0.16] − 0.09 [− 0.25, 0.05]

 Number of life-related and entertainment services 0.14 [− 0.20, 0.45] 0.01 [− 0.19, 0.21]

τ 0.01 [0.00, 0.04] 2.35 [1.00, 4.50]
ρ 0.35 [0.02, 0.91] 0.24 [0.02, 0.61]
DIC 378.4 1265.9

DIC (without ambient population variables) 369.5 1274.2

DIC (without random effect with spatial correlation) 378.8 1387.8

Actual value Predicted value

Fig. 5 Geographic distributions of actual and predicted values of indecent assault during nighttime
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Discussion
This study applied NMF to APGA obtained from Mobile 
Spatial Statistics to extract hourly behavior pattern fac-
tors of people by considering gender and age groups. 
These factors enabled a comprehensive understanding 
of the temporal variation and geographic distribution of 
behavioral patterns. Additionally, this study employed 
spatial statistical modeling to analyze the relationship 
between these factors (ambient population variables) 
and crime. The results of the spatial statistical modeling 
showed that, for indecent assaults occurring during the 
daytime, for both models, coefficient parameters for 
ambient population variables could not be obtained, for 
which the 95% Bayesian credible interval of the posterior 
distribution of the parameter did not include zero. How-
ever, meaningful coefficient parameters for ambient pop-
ulation variables were estimated for nighttime indecent 
assaults. The model with the lowest DIC considered both 
spatial autocorrelated errors and ambient population 
variables. These results highlight the importance of con-
sidering both ambient population variables and residual 
spatial autocorrelation in crime risk assessment.

Figure 6 shows the hourly changes in the basis vector 
component values of Factor 1 by gender and age. After 12 
a.m., almost all APGA remained unchanged, suggesting 
that people had completed their movements and stayed 
indoors. From 6 p.m. to 12 a.m., the working-age popu-
lation increased, whereas the older population remained 
unchanged. Therefore, during this period, the increase in 
"suitable targets" and the "absence of capable guardians" 
of older people and other community members were 

more likely. However, the degree of absence of monitors 
may be low because of the potentially large population 
in residential areas. We expected that areas character-
ized by Factor 1 would exhibit a pattern of victimization 
of people returning home. The behavioral patterns of sex 
offenders include selecting targets at facilities that many 
people use, such as train stations and convenience stores, 
and following them to commit crimes (National Police 
Agency, 2019). In areas characterized by Factor 1, it may 
be practical to alert people on their way home to the sta-
tion nearest to their homes.

Factor 4 (Fig. 4d) shows an increase in the number of 
women in their 20s who are likely targets of indecent 
assaults between 12 a.m. and 3 a.m. This increasing trend 
is particularly pronounced between 6 p.m. and 10 p.m. 
Furthermore, both men and women in their 20s and 30s 
remain present between 3 a.m. and 4 a.m. the following 
day. Areas with a high Factor 4 are characterized by many 
nightlife establishments such as bars, where young men 
and women often amuse themselves, even late at night. 
Cohen et  al. (1981) suggest that people with lifestyles 
similar to potential offenders are more likely to be victims 
because of increased contact with offenders (principle of 
homogamy). Schwartz and Pitts (1995) also indicate that 
women who are intoxicated are more likely to be targets 
of sexual crimes and approached in bars and restaurants, 
consistent with our results. Although we hesitate to label 
a male in his 20s as a potential offender, the absence of 
a capable guardian in this area, as it reacts strongly only 
to the presence of men and women in their 20s and 30s 
during nighttime, suggests a high opportunity for crime 
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Fig. 6 Change of basis vector component values of Factor 1 over APGA
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because "suitable targets" and the "absence of capable 
guardians" are more likely to have coexisted. For exam-
ple, in neighborhoods characterized by this factor, vic-
timization is more likely to occur on the way home from 
a nightlife facility when capable guardians are absent. In 
such areas, it may be essential to evaluate potential oper-
ationally competent defenders and implement measures 
to reduce the risk of crime based on the results (Hollis 
et al., 2013).

Regarding Factor 5 (Fig. 4e), the ambient population of 
men and women in their 20s to 50 s increases from 9 p.m. 
to 12 a.m. This period also indicates an increase in "suit-
able targets." This result is similar to Factor 4, indicating 
a direct correlation with an increased target population. 
However, the factor’s value remains constant from 9 p.m. 
to 6 a.m., implying that individuals in this demographic 
group tend to stay indoors during these hours. Factor 5 
is likely to occur in areas with a significant population 
of individuals in their 20  s. Considering the potential 
increase in the number of women in their 20 s between 
9:00 p.m. and 6:00 a.m., as with Factor 1, we presume that 
this is an area where individuals are more likely to be vic-
tims of crime on their way home.

Factor 8 (Fig.  4h) is characterized by an increase in 
the number of men in their 40s–70s and women in their 
60s–70s from 8 a.m. to 6 p.m. After 5:00 p.m., women in 
their 20s are present, but after 10 p.m., only men in their 
60s and women in their 20s remain, indicating the latent 
presence of women in their 20s. Therefore, we consider 
Factor 8 as the simultaneous establishment of "suit-
able targets" and the "absence of capable guardians." This 
area could be one where women in their 20s are known 
to reside during nighttime. For motivated offenders, the 
area may exhibit characteristics similar to those of crime 
attractors (Brantingham & Brantingham, 1995).

Based on the previous discussion, Factors 1 and 5 
exhibit high values in residential areas, confirming an 
increase in the population of potential targets when 
returning home. This suggests a pattern where targets 
returning home near residential neighborhoods are likely 

to be criminalized. Hanaoka (2016) analyzed the relation-
ship between snatch-and-run farming and the ambient 
population in Osaka, Japan, and demonstrated that at 
night (defined as 7 p.m. to 5 a.m.), the risk increases with 
the ambient population density. This result is consistent 
with the characteristics observed in the patterns of Fac-
tors 1 and 5. However, Factors 4 and 8 show women in 
their 20s during the evening and late at night, but the 
presence of different genders and age populations is 
almost nonexistent. Furthermore, considering that out-
door indecent assaults are more likely to occur from 
evening to late at night, the time and space where these 
factors are high can be considered an environment where 
"suitable targets" and "absence of capable guardians" are 
more likely to be established. We believe that the instal-
lation of security cameras and other security measures 
to increase surveillance in these areas will be useful. 
Table 4 summarizes our discussion and shows that "suit-
able targets" and "absence of capable guardians" tend to 
exist differently in Factors 1 and 5 and in Factors 4 and 8. 
Appropriate crime prevention measures have been sug-
gested for each case.

As discussed above, this study is the first to demon-
strate the utility of using APGA to analyze the risk of 
crime occurrence; APGA allowed us to discuss in detail 
the spatio-temporal characteristics of crime formation 
along with a routine activity approach. Considering that 
crime risks differ by the individual attributes of victims, 
APGA may provide important clues for understanding 
the mechanisms of crime occurrence patterns in a city.

Limitations and future research
Although the present study reveals important findings, it 
has several limitations. It is desirable to use outdoor pop-
ulation data because street crime victims are likely to be 
located outdoors. However, Mobile Spatial Statistics can-
not distinguish between indoor and outdoor populations. 
To accurately analyze crimes occurring on the street, the 
outdoor ambient population must be considered. In addi-
tion, the study used the average value of the time of day 

Table 4 Interpretation of the vulnerability of areas with high factors in terms of the routine activity approach and proposed crime 
prevention measures

Viewpoint of routine activity approach Possible occurrence timing Proposed

Factor Suitable target Absence of capable 
guardians

Crime prevention measures

1 ✔ Going home Alerts at train stations and convenience stores

4 ✔ ✔ At nighttime Increased surveillance (e.g., install security cameras)

5 ✔ Going home Alerts at train stations and convenience stores

8 ✔ ✔ At nighttime/Going home Increased surveillance (e.g., install security cameras)
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calculated from the population data for 1 year. Therefore, 
changes in the population owing to events and seasons 
were not considered. The study did not consider the 
transportation modes of victims either, as victims are 
presumed to walk or bike (Harada, 2020), yet Mobile 
Spatial Statistics do not identify the mode of transporta-
tion. These issues should be addressed in future studies.

This study typified each area by APGA and analyzed 
the relationship between the number of crimes during 
the day and at night. It would be desirable to examine the 
relationship between the number of crimes per hour and 
the APGA analysis. However, the low number of crimes 
per hour poses challenges in obtaining stable statistical 
analysis results (Felson & Poulsen, 2003). In the future, 
efforts should be made to resolve this issue and elucidate 
the relationship between detailed hourly crime occur-
rences and APGA.

Although this study analyzed the main effects of 
ambient population variables, built environment 
variables, and facility variables, the risk of crime may 
increase where certain factors within each factor are 
mixed (Adams et al., 2015). Models that include inter-
action terms are more difficult to interpret; however, 
it is important to understand the interaction terms 
related to the risk of crime occurrence. Therefore, 
future research should adopt an expanded approach to 
address this issue.

Conclusions
This study evaluated the relationship between APGA 
obtained from Mobile Spatial Statistics and the number 
of reported indecent assaults. First, NMF was applied to 
APGA to extract factors related to temporal changes in 
gender and age groups, and regional characteristics were 
organized for each factor. A spatial statistical model of 
the number of reported crimes was created using these 
factors, allowing us to quantitatively identify the relation-
ship between the regional characteristics characterized 
by APGA and the risk of crime. This analytical approach 
enables an analysis of how changes in the ambient popu-
lation by gender and age in each area affect crime risk. 
The study discussed these results in light of the routine 
activity approach and proposed effective crime preven-
tion measures for each area. For example, areas where 
young people congregate at night (e.g., downtown areas) 
were identified, and crime prevention measures suggest-
ing alerts for young women returning home from those 
areas at night could be effective strategies to reduce 
crime.
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