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Online hate speech victimization: 
consequences for victims’ feelings of insecurity
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Abstract 

This paper addresses the question whether and to what extent the experience of online hate speech affects victims’ 
sense of security. Studies on hate crime in general show that such crimes are associated with a significantly higher 
feeling of insecurity, but there is little evidence concerning feeling of insecurity due to online hate speech. Based 
on a secondary data analysis of a representative population survey in Lower Saxony, Germany, on the topic of cyber-
crime in 2020 (N = 4,102), we tested three hypotheses regarding the effect of offline and online hate speech on feel-
ings of insecurity. As a result, compared to non-victims, victims of online hate speech exhibit a more pronounced 
feeling of insecurity outside the Internet, while victims of other forms of cybercrime do not differ in this regard 
from non-victims. We found no effect for offline hate speech when relevant control variables were included in the sta-
tistical model. Possible reasons for this finding are assumed to lie in the characteristics of the phenomenon of online 
hate speech, for example, because the hateful content spreads uncontrollably on the Internet and reaches its victims 
even in protected private spheres.
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Introduction
While the Internet has become a seemingly indispensa-
ble part of our lives, its digital landscape has also given 
rise to new challenges. With the growing importance of 
digital communication, online hate speech has increased 
sharply in recent years (Costello et  al., 2017; Ștefăniță 
& Buf, 2021). Hate speech is defined as a verbal attack 
against a certain group of people with a common char-
acteristic, such as race, gender, ethnic group, religion, or 
political preference (Castaño-Pulgarín et  al., 2021). Due 
to the perpetrators’ (perceived) prejudicial motives, hate 

speech is a form of "Group-Related Misanthropy" (Zick 
et  al., 2008). Depending on the respective legal provi-
sions, acts of hate speech can be hate crimes (Sheppard 
et  al., 2021) and online hate speech can be a form of 
cyber-enabled crime.1 Regardless of its legal assessment, 
hate speech can have serious consequences for those 
affected. Therefore, we use criminological terms such as 
“victim” or “victimization” in reference to hate speech 
although not all acts of hate speech are necessarily illegal.

With the increasing rise in online hate speech, it has 
become the focus of scientific interest in various disci-
plines (Benier, 2017; Paz et al., 2020). There is a large body 
of studies and literature that discusses the consequences 
of being exposed to online hate, with the conclusion that 
the experience of online hate has a negative effect on the 
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mental health and well-being of both victim and observer 
(Näsi et al., 2015; Stahel & Baier, 2023; Tynes, 2006; Tynes 
et  al., 2016; Walther, 2022). Hence, the exposure and 
experience of online hate have a negative impact on lev-
els of depression, anxiety, self-doubt and/or confidence. 
Nevertheless, recent articles have highlighted that some 
consequences of online hate speech remain insufficiently 
researched from a victimological perspective (i.e., Wachs 
et  al., 2022). Here, we focus on feelings of insecurity as 
studies have shown that prejudice-motivated crimes out-
side the Internet are associated with increased feelings of 
insecurity among the victims (Benier, 2017; Dreißigacker 
et al., 2020; Gelber & McNamara, 2016; McDevitt et al., 
2001). This gives rise to the question whether hate speech 
as a form of online prejudice-motivated incidence has 
similar consequences. Since the Internet and more spe-
cifically, the growing meaning of social media as every-
day means of communication, makes one vulnerable to 
hate speech almost constantly, an influence on insecurity 
feelings outside the Internet would suggest far-reaching 
significance of hate speech in the daily lives of those 
affected. Also, understanding the consequences of online 
hate speech is crucial not only for the mental and emo-
tional well-being of individuals but also on a social level. 
A more nuanced understanding of the impact on dif-
ferent demographic groups can help to identify specific 
minorities or marginalized groups which are dispropor-
tionately affected by online hate speech and develop tar-
geted interventions and policies that aim to protect the 
rights and well-being of all victims. Therefore, the ques-
tion whether online hate speech also influences feelings 
of insecurity outside the Internet is highly relevant.

State of research
Hate crime and feelings of insecurity
As already explained above, some acts of hate speech 
qualify as criminal acts in the legal systems of some 
countries, and therefore as a form of hate crime. There 
are several studies on the impact of hate crime on the vic-
tims. However, these studies mostly refer to incidences 
outside the Internet or do not differentiate between 
online and offline acts. A common finding is that vic-
tims of hate crimes experience more severe psychological 
consequences, such as anger, stress, and fear, compared 
to those affected by crimes not motivated by prejudice 
(Barnes & Ephross, 1994; Ehrlich et al., 2003; Herek et al., 
1999; Iganski, 2019; Iganski & Lagou, 2016; McDevitt 
et al., 2001).

In addition, victims of hate crime have a greater sense 
of insecurity than non-hate crime victims (Benier, 2017; 
Gelber & McNamara, 2016). For example, in the sur-
vey by McDevitt et  al. (2001), over two-fifths of hate 

crime victims reported feeling unsafe when alone in 
their neighborhood at night, compared to just under 
one-third of non-hate crime victims. Similar differ-
ences have also been reported in numerous studies 
in Germany (Church & Coester, 2021; Dreißigacker, 
2018; Dreißigacker et  al., 2020; Groß et  al., 2018). An 
increased feeling of insecurity is related to lower trust 
in state institutions such as the police (Blanco & Ruiz, 
2013) and lower generalized trust in other people. It 
affects the assessment of the personal risk of becoming 
a victim of similarly motivated acts outside the Internet 
(Dreißigacker et al., 2020; Groß et al., 2018), the avoid-
ance of certain places as well as behavioral changes 
(Iganski, 2019; Mellgren et al., 2017).

Online hate speech and feelings of insecurity
Regarding online hate speech as a potentially criminal 
form of prejudice-motivated online harassment, there 
have been various studies on detection (Qian et  al., 
2021; Schmidt & Wiegand, 2017; Warner & Hirschberg, 
2012), prevalence (Dreißigacker et  al., 2020; Geschke 
et  al., 2019; Kansok-Dusche et  al., 2022; Saha et  al., 
2019), the consequences for society (Bilewicz & Soral, 
2020), regulation (Bleich, 2011; Judge & Nel, 2018; 
Reed, 2009; Sheppard et al., 2021), and possible risk and 
protective factors for potential victims (Costello et al., 
2017; Garland et  al., 2022; Hinduja & Patchin, 2022; 
Wright et al., 2021). However, the impact of online hate 
speech on the lives of victims, specifically on the feeling 
of insecurity outside the Internet, has hardly been stud-
ied so far (Berg & Johansson, 2016; Salmi et al., 2007). 
A positive correlation was found between victimiza-
tion of adolescents and depressive symptoms (Wachs 
et al., 2022) and population surveys indicate that expe-
riencing online hate speech is positively associated with 
loneliness (Stahel & Baier, 2023) and negatively asso-
ciated with psychological well-being (Geschke et  al., 
2019; Waldron, 2012) and life satisfaction (Stahel & 
Baier, 2023). Nevertheless, there is no empirical evi-
dence on the relationship between experiencing hate 
speech online and feelings of insecurity offline.

Moreover, even though the specifics of online hate 
speech compared to offline hate speech are increasingly 
being discussed (Brown, 2018; Citron, 2014; Cohen-
Almagor, 2011), the existing empirical studies on the 
consequences of online hate speech hardly make sys-
tematic comparisons to those affected by (cyber)crime 
without a hate motive. Moreover, they mostly refer only 
to specific victim groups, such as the LGBTQ + com-
munity (Herek et al., 1999, 2002; Ștefăniță & Buf, 2021), 
religious groups (Awan & Zempi, 2016), or to youth 
and adolescents or young adults (Hawdon et  al., 2014; 
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Keipi et al., 2017; Saha et al., 2019; Wachs et al., 2022). 
This study contributes to the existing literature by pro-
viding insights into the impact of hate speech on feel-
ings of insecurity in comparison to cybercrimes in a 
representative sample of the general population.

Theoretical considerations
Janoff-Bulman and Hanson Frieze (1983) noted that a 
crime victimization can shatter victim’s perception of 
basic assumptions about themselves and the world. Con-
sequently, they may no longer be able to see the world as 
a safe place and feel unsafe and vulnerable. Therefore, a 
criminal victimization can have serious consequences 
and can affect the feelings of safety, particularly if vic-
tims are unable to cope with their victimization and such 
experiences cannot be integrated into one’s own world-
view. This leads to the question how victims of hate 
speech deal with the victimization. Following Sykes and 
Matza’ neutralization thesis (Sykes & Matza, 1957), crime 
victims in general use various neutralization techniques 
and social support (Green & Pomeroy, 2007) to reduce 
negative reactions or emotions such as fear, insecurity, 
guilt, and shame (Agnew, 1985; Ferraro & Johnson, 1983; 
Maruna & Copes, 2005; Weiss, 2011). These techniques 
include victimization denial, vulnerability denial, denial 
of one’s innocence, or denial of (serious) harm. Accord-
ing to Agnew (1985), such rationalizations may explain 
the low global correlation between general victimiza-
tion and fear of crime and feelings of insecurity that has 
frequently been found in various victimization surveys 
(DuBow et al., 1979).

However, the effectiveness of such neutralization tech-
niques may vary as a function of the characteristics of 
the victimized person (like age, gender, or education) 
(Agnew, 1985), the level of social support (for exam-
ple from family and friends) (Green & Pomeroy, 2007; 
Wright et al., 2021), and, most importantly here, the type 
of victimization (such as delict type/severity).

Based on the neutralization thesis on the process-
ing and effects of crime, we not only assume that those 
affected by hate speech have difficulties to deny their 
own vulnerability, but contrary, the perceived prejudice 
motive of the perpetrators is likely to even increase per-
ceived vulnerability and thus the feeling of insecurity. 
Hate crime in general has been said to convey a "message 
character" (Bannenberg et al., 2006). It degrades all mem-
bers of a certain social group and thus suggests further 
victimization in the future. It is also associated with an 
"incitement character" (Bannenberg et  al., 2006), mean-
ing the assault can be perceived as an appeal to be imi-
tated by all like-minded people with a similar ideology. 
We assume that hate speech, too, is strongly associated 
with a message and an incitement character. Thus, who 

are affected by hate speech, it indicates that they should 
expect similarly motivated acts, which are not specified 
in terms of the type of incidence. Hate speech experi-
ences occur based on personal characteristics that can-
not simply be changed or hidden. In this respect, those 
affected by hate crime or hate speech may find it difficult 
to avoid it through their own behavior, which is likely to 
increase their perceived vulnerability (McDevitt et  al., 
2001).

Moreover, we assume that hate speech experienced 
online rather than outside the internet should have an 
even higher impact on subjective vulnerability and per-
ceived feelings of insecurity. Brown (2018) points out that 
online hate speech is more spontaneous and immediate, 
more widespread via social media, and permanently pre-
sent. While a verbal attack on the street may fade away, 
the attack on social media remains present for both the 
victim and the perpetrator’s peers. It can be called up 
again at any time and spread uncontrollably. In addi-
tion, those potentially affected by hate speech can also 
be reached in their own homes if they do not avoid digi-
tal communication. Both aspects showed in a qualitative 
interview study in which those affected by cyberbullying 
reported an increased burden due to the feeling of being 
permanently exposed to cyberbullying, even in their own 
homes (Müller et al., 2022).

In summary, we assume that neutralization tech-
niques are less effective in the context of hate speech vic-
timization. Given their message and inciting character, 
instances of it should therefore increase feelings of inse-
curity among those affected. This should be particularly 
the case in the context of online experiences as these are 
more permanent, less controllable and harder to avoid.

Methods

Hypotheses Based on our theoretical considerations 
and the state of research on the connection between 
hate speech and feelings of insecurity, and the considera-
tions regarding more severe consequences of online hate 
speech compared to offline hate speech, the following 
hypotheses will be tested:

H1:  Having experienced offline hate speech increases 
feelings of insecurity outside the Internet compared to 
not having experienced crime.

H2: Having experienced online hate speech increases 
feelings of insecurity outside the Internet compared to 
not having experienced crime, and the effect is likely to 
be even stronger than for offline hate speech.
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H3: Having experienced offline and online hate speech 
increases feelings of insecurity outside the Internet com-
pared to not having experienced crime cumulatively, thus 
more than online hate speech and offline hate speech 
each individually.

Based on previous findings and to exclude confounding 
variables and increase test strength, gender, age, migra-
tion background, urban or rural living environment, 
and social support are included as control variables. On 
average, women feel more insecure than men (Smith & 
Torstensson, 1997). Increasing age may also be associ-
ated with higher insecurity due to decreasing mental 
and physical capacity and associated higher vulnerabil-
ity in case of victimization (Parker & Ray, 1990). People 
with a migration background may feel more insecure due 
to their status in the majority society (Ortega & Myles, 
1987) and residents from urban areas also show higher 
feelings of insecurity compared to residents from less 
anonymous rural areas (Belyea & Zingraff, 1988; Scar-
borough et al., 2010; Snedker, 2015). Finally, various stud-
ies show that social support can be a protective factor 
regarding the consequences of different types of crime 
for victims (Hardyns et  al., 2018; Kimpe et  al., 2020; 
Leets, 2002; Wachs et al., 2022).

Data collection
The following analysis is based on the data from a repre-
sentative population survey (16 years and older) in Lower 
Saxony (N = 10,000), a German federal state, regarding 
the experiences and consequences of cybercrime and 
other potentially harmful online experiences that are not 
(yet) criminal offenses in Germany.2 The paper–pencil 
survey was conducted between August and October 2020 
based on a two-stage sampling procedure. First, a sam-
ple of 73 municipalities was selected by GESIS—Leibniz 
Institute for the Social Sciences. In a second step, the 
target persons to be interviewed were randomly selected 
from the registers of the respective residents’ registration 
offices. The selected persons were then contacted and 
sent a 16-page questionnaire, with the option to com-
plete the survey either in writing and return it via a pre-
stamped envelope or answer the questionnaire online. 
In addition, a monetary incentive of a five Euro note 
attached to the questionnaire was used. After 2  weeks, 
all survey participants were sent a reminder/thank-you 

letter. Overall, 9636 questionnaires could be delivered. Of 
these, 4102 people participated, 511 of them online. This 
resulted in a response rate of 42.6%.

Cases with missing values and respondents who stated 
that they did not use the Internet for private purposes 
were excluded. After the data cleansing (e.g., exclud-
ing speeders with a completion time less than 5  min of 
the online questionnaire and implausible/contradictory 
answers), this resulted in a final sample of N = 3,293.

Sample
A total of 52.0% of the respondents were female (Table 1). 
The cases of non-binary respondents were not included 
in this analysis since their number was in the low single 
digits and could not be meaningfully evaluated sepa-
rately. The average age of the respondents was 49.2 years 
with a standard deviation of 17.7 years. A total of 14.5% 
had a migration background, meaning they or at least one 
parent was not born in Germany. In terms of location, 
27.1% of the respondents lived in a municipality/town 
with more than 50,000 inhabitants (50,000 to 1,000,000 
inhabitants), and the rest of the respondents lived in a 
municipality/town with fewer than 50,000 inhabitants.3

Operationalization
Dependent variable
Following Groß et al. (2018), McDevitt et al. (2001), and 
Tseloni and Zarafonitou (2008), the following items were 
used to measure feelings of insecurity outside the Inter-
net: "In general, how safe do you feel in your neighbor-
hood?" "… in your apartment/house?" "… alone in your 

Table 1 Descriptive statistics

Variables (N = 3,293) Mean/% Std. Dev Min Max

Feelings of insecurity (dependent 
variable)

2.2 0.79 1 6

Victim group

 CVs 38.9% 0.49 0 1

 Online HSVs 1.6% 0.12 0 1

 Offline HSVs 6.1% 0.24 0 1

 Online and offline HSVs 2.2% 0.15 0 1

 Social support 5.12 0.81 1 6

Gender

 women = 1 52.0% 0.50 0 1

Age 49.2 17.17 16 92

Migration background 14.5% 0.35 0 1

Population of home municipality/
town > 50k

27.1% 0.45 0 1

2 To minimize the risk of emotionally straining the participants, partici-
pants were clearly informed about the topic of the survey in the cover letter 
as well as on the first page of the questionnaire. It was also explicitly stated 
that the participation is voluntary and can be cancelled at any time without 
further consequences. Also, the additional information sheet provided the 
participants with a victim counseling service in case they needed help.

3 A more detailed description of the sample can be found in Müller et  al. 
(2022).
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neighborhood at night?" "… alone in your neighborhood 
at night when you meet a stranger?". Response options 
ranged from 1: "Very safe," 2: "Safe," 3: "Somewhat safe," 
4: "Somewhat unsafe," 5: "Unsafe," to 6: "Very unsafe." 
The individual items were combined into a mean index 
(Table 1). The internal consistency of the items was good 
(Cronbach’s α = 0.83).

Independent variables
Assignments to different (non-)victim groups served 
as independent variables. Following Wachs and Wright 
(2018), online hate speech victims (online HSVs) 
included those who at some point experienced at least 
one of the following items (lifetime prevalence): "Some-
one has insulted (me online) or sent me other unpleasant 
messages online…", "Someone has spread lies or rumors 
about me online", "Someone has excluded me from online 
groups, chats, or online games", "Someone has threatened 
or bullied me online…" and "Someone has made fun of me 
online because of my gender, national origin, race, reli-
gious affiliation, or sexual orientation”. Similar items were 
used for experiences of offline hate speech. Thus, in addi-
tion to online hate speech victims (n = 51), two further 
groups were distinguished: offline hate speech victims 
(n = 202) and both online and offline hate speech victims 
(n = 71). Note that not all items cover criminal acts but 
may nevertheless seriously impair those affected.

Cybercrime victims (CVs) who were not online hate 
speech victims (n = 1282) included those who had not 
experienced hate speech online or offline but had experi-
enced at least one of the other cybercrime types surveyed 
in their life, for example online fraud or a ransomware 
attack. The non-victims (NVs) included those who had 
never experienced any of the surveyed offense types 
(n = 1687).

Each of the three constructs CV, online HSV and offline 
HSV were questioned separately in the questionnaire. For 
CV, the participants were informed that the following 
questions are related to specific experiences with cyber-
crime. Before asking about an online hate speech vic-
timization, participants were given a definition of online 
hate speech. They were told that online hate speech refers 
to insults or hurtful posts, comments, videos or images 
because of their gender, national origin, race, religious 
affiliation, or sexual orientation on the Internet. For 
offline HSV, the participants were asked at the end of the 
questionnaire whether they had experienced the respec-
tive incidents outside the Internet.

The detailed operationalization of all victimization 
forms (Online Hate Speech, Offline Hate Speech, Cyber-
crime) is shown in Table 3 in the Appendix.

Control variables
In addition to the control variables age, gender, migra-
tion background, and number of inhabitants in the 
home municipality/city, the degree of social support 
was assessed with a short scale based on Fydrich et  al. 
(2009) and Kliem et al. (2015). The following items were 
used and combined into a mean index: "I receive a lot of 
understanding and security from others," "There is some-
one very close to me whose help I can always count on," 
"I have friends/relatives who will definitely take time to 
listen if I need someone to talk to," "If I’m very depressed, 
I know whom I can turn to." The response options ranged 
from 1: "Does not apply at all," 2: "Does not apply," 3: 
"Does not really apply," 4: "Rather applies," 5: "Applies," to 
6: "Applies completely." The internal consistency of these 
items was also good (Cronbach’s α = 0.85).

Results
Descriptive statistics
In the descriptive evaluation in Fig. 1, online hate speech 
victims stand out. The correlation of social support with 
the feeling of insecurity deviates most clearly in this 
group from the non-victims (red reference line: male 
non-victims), especially among male online hate speech 
victims with little social support. As expected, feelings 
of insecurity among women exceed those of men in all 
groups but are most pronounced among online hate 
speech victims. In contrast, the level of insecurity among 
female offline hate speech victims hardly differs from 
female non-victims or cybercrime victims. For the group 
of women, both online and offline hate speech victims, 
social support seems to have at best a minor influence on 
feelings of insecurity.

Hypothesis testing
The association of victimization types and feelings of 
insecurity were estimated using two multiple linear 
regression models (Table  2), with the independent vari-
ables introduced simultaneously.4 In the first model 
(Model 1), only (non-)victim groups were included 
as independent variables. Compared to non-victims, 
hate speech victims (whether online, offline, or online 
and offline) tend to have significantly higher feelings of 
insecurity outside the Internet, while cybercrime have 
no statistically relevant coefficient in this regard. The 
two largest coefficients come from online and offline 
hate speech victims with b = 0.30 (β = 0.04) and b = 0.29 
(β = 0.04) from online hate speech victims, followed by 

4 To test the predictors of the regression models for collinearity, we calcu-
lated the variance inflation factors (VIF) with the R package „car “ under R 
version 4.2.1. The highest VIF in model 2 is around 1.2, so there is no indi-
cation of multicollinearity (James et al., 2013).
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offline hate speech victims with b = 0.14 (β = 0.03). The 
included victim groups alone can account for about 1% of 
the variance in feelings of insecurity  (R2 = 0.01).

In the second model, to determine whether the asso-
ciation with the types of victimization remain stable, the 
control variables described above were included. The 

Fig. 1 Scatterplot matrix (red reference line: male NVs)

Table 2 Multiple linear regression models (dependent variable: feelings of insecurity) 

***p < 0.001; **p < 0.01; *p < 0.05

Model 1 Model 2

b SE 95% CI [LL, UL] β b SE 95% CI [LL, UL] β

Victim group (Ref.: NVs)

 CVs 0.02 (0.03) [-0.03, 0.08] 0.01 0.03 (0.03) [− 0.03, 0.09] 0.02

 Online HSVs 0.29** (0.11) [0.07, 0.51] 0.04 0.27* (0.11) [0.06, 0.48] 0.03

 Offline HSVs 0.14* (0.06) [0.03, 0.25] 0.03 0.08 (0.06) [− 0.03, 0.19] 0.02

 Online and offline HSVs 0.30** (0.10) [0.12, 0.49] 0.04 0.22* (0.09) [0.03, 0.40] 0.03

 Social support − 0.23*** (0.02) [− 0.27, -0.20] -0.19

Gender: women (Ref.: men) 0.33*** (0.03) [0.28, 0.38] 0.17

Age 0.00 (0.00) [− 0.00, 0.00] 0.01

Migration background (Ref.: without) 0.04 (0.04) [− 0.04, 0.11] 0.01

Population > 50k (Ref.: < 50k) 0.12*** (0.03) [0.06, 0.17] 0.05

Intercept 2.13*** (0.02) 3.08*** (0.10) [2.53, 2.95]

N 3,293 3,293

R2 0.01 0.10

Adj.  R2 0.01 0.09

AIC 7,775.14 7,475.90

BIC 7,811.74 7,543.00
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coefficient of an online hate speech victimization hardly 
changes in Model 2 (b = 0.27), whereas the coefficient of 
respondents who were victims of both online and offline 
hate speech becomes slightly smaller (b = 0.22). The coef-
ficient of an offline hate speech victimization is no longer 
significantly different from zero at b = 0.08. The latter is 
related to controlling for respondent gender. Once gen-
der is included in the model, the significant coefficient of 
an offline hate speech victimization disappears.

As expected, increased social support is associated with 
significantly decreased feelings of insecurity, women have 
stronger feelings of insecurity than men, and those in 
larger municipalities/towns (50,000 inhabitants or more) 
feel more insecure than those in smaller municipalities/
towns. In contrast, age and migration background have 
no independent correlations with feelings of insecurity. 
When comparing the standardized coefficients within 
Model 2, social support (β = − 0.19) and gender (β = 0.17) 
have the greatest explanatory power. With the variables 
included in Model 2, about 10% of the variance of the 
feelings of insecurity can be explained  (R2 = 0.10).5

Ultimately, our data could only confirm H2: online hate 
speech increases feelings of insecurity outside the Inter-
net both in comparison to non-victims and to victims 
of offline hate speech. In contrast, H1 and H3 could not 
be confirmed: victims of offline hate speech did report 
stronger feelings of insecurity than non-victims. How-
ever, this relationship disappeared when controlling for 
various sociodemographic characteristics, especially gen-
der (H1). Moreover, there was no cumulative correlation 
between online and offline hate speech and feelings of 
insecurity as hypothesized in H3: Victims who had been 
victimized by both online and offline hate speech at least 
once in their lives had significantly stronger feelings of 
insecurity compared to non-victims but not compared to 
victims of online-only hate speech.

Discussion
Using a representative dataset of the resident population 
in Lower Saxony, Germany, we explored the question of 
whether online hate speech victimization affects feelings 
of insecurity outside the Internet. For this purpose, we 
tested three hypotheses using multiple linear regression. 
We confirmed that online hate speech increases feelings 

of insecurity outside the Internet compared to non-
victims and victims of offline hate speech (H2), which 
speaks for differences in coping with different types of 
victimization in terms of our assumptions based on the 
neutralization thesis (Sykes & Matza, 1957). One pos-
sible explanation is that online hate speech is associated 
with messages to victims and incitements to like-minded 
potential perpetrators, which spread uncontrollably via 
the Internet and affect their victims even in protected 
private spheres (Brown, 2018). In addition, the harmful 
contents may remain visible for the victim and a large 
audience because the incident does not necessarily have 
to violate laws or the terms of use of the communication 
platforms. Also, subjectively, it may be harder to escape 
the digital space than to terminate a stressful hate speech 
situation outside the Internet as smartphones keep peo-
ple online almost all the time. Another important aspect 
may be that online hate speech often happens in the 
digital public and cannot be easily removed from plat-
forms. Moreover, hurtful messages are at least temporar-
ily stored in inboxes and mobile phones which may be 
perceived as intrusion of personal space, especially since 
those affected may be “victimized” everywhere they use 
their phone—even at home (Müller et al., 2022). All these 
factors combined might increase the vulnerability of 
online hate speech victims, especially since recognizable 
personal characteristics that motivated the perpetrators 
cannot be easily discarded, and a similar motivated attack 
may be possible in other contexts and outside the Inter-
net. Although the effect size of the association of online 
hate speech experiences and feelings of insecurity was 
rather small, it must be interpreted as a total effect of the 
whole sample and can therefore be higher in individual 
cases, but of course also lower. It may well be that some 
aspects of the hate speech experience, for example its 
motivation or its severity, are associated with more seri-
ous effects. Other individual factors (level of education, 
social networks, etc.) could also play a role, as could situ-
ational and contextual characteristics (counter-speech by 
third parties, social structure of the neighborhood, access 
to support facilities, etc.). However, future research on 
the connection between online hate speech and feel-
ings of insecurity should consider additional factors. For 
instance, Hawdon et  al. (2017) suggest that exposure to 
online hate is linked to varying degrees of risky online 
behavior. Moreover, exposure to online hate material 
does not always have negative consequences, possibly 
due to different coping strategies among victims (Ober-
maier et al., 2018; Obermaier & Schmuck, 2022).

Contrary to our expectations, when key variables are 
controlled for, offline hate speech victimization does not 

5 For model validation, see Fig. 3 in the Appendix. To additionally test the 
robustness of the findings, the bootstrap procedure was applied and model 
2 was estimated repeatedly for 5,000 random samples from the data set 
used. The R package "car" under R version 4.2.1 was used for this purpose 
(Fox & Weisberg 2018). The bootstrapping results raise concerns about the 
robustness, as the significant regression weights of online HSVs and online 
and offline HSVs were only present in 94% of the bootstrap samples (see 
Table 4 in the appendix). Therefore, additional research is required to con-
firm these findings.
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significantly affect feelings of insecurity compared to 
non-victims, nor does it have a cumulative reinforcing 
effect when combined with online hate speech victimiza-
tion. Thus, H1 and H3 could not be confirmed. However, 
the analysis could not control for whether and how the 
reported offline hate speech experiences differed from 
the reported online hate speech experiences, for exam-
ple in terms of motivation and severity (Iganski & Lagou, 
2015; Mellgren et  al., 2017). One indication of possible 
differences is that offline hate speech was reported more 
frequently by women and respondents with a migration 
background, whereas no corresponding correlations were 
found for online hate speech victimizations (see Appen-
dix Fig. 2).

Some limitations should be mentioned when inter-
preting the results. First, this is a secondary analysis of 
a cross-sectional survey. It was not conducted to answer 
the current research question and does not allow for 
proof of causality. Victimizations were surveyed ret-
rospectively, with the drawback that distant memories 
may be distorted. As we stated in the introduction, hate 
speech is not necessarily a crime, as the legal assess-
ment depends on the country. Also, the respondents’ 
assessments regarding the illegality of the crime and 
the motivation of the perpetrators were subjective. 
However, the question whether online hate speech has 
potentially damaging consequences, is independent of 
the legal assessment but depends on the perspective of 
those affected. To include a sufficiently large number 
of cases for statistical evaluations, the life prevalence 
had to be used instead of the annual prevalence; the 
victimized thus include all persons who had ever expe-
rienced a corresponding act. The experienced victimi-
zations can therefore also lie further in the past. Since 
the number of such cases is also relatively small, fur-
ther differentiations between different types of severe 
(online) hate speech victimization and the modeling of 
interaction effects were not possible. Except for offline 
hate speech victimization, no other prejudice-moti-
vated types of victimization, group memberships (such 
as LGBTQ + , religion, etc.), or personal characteristics 
on which the victimization may have been based were 
asked about. Corresponding comparisons, for example, 
between xenophobic, homophobic, sexist, or racist acts, 
could therefore not be made and should be considered 
in future studies.

Conclusions
The main aim of this study was to examine whether 
and to what extent the experience of online hate speech 
affects victims’ sense of security. Overall, we found that 
online hate speech affects feelings of insecurity, even out-
side the internet. Compared to non-victims and victims 

of offline hate speech, victims of online hate speech 
exhibit a more pronounced feeling of insecurity outside 
the Internet. The reasons for this finding may lie in the 
characteristics of the phenomenon of online hate speech. 
Since online hate speech exposes and attacks victims 
based on their personal characteristics and group affili-
ation, the victim itself and others must fear a (renewed) 
victimization by like-minded people of the perpetrator at 
any time, even outside the internet. Therefore, this uncer-
tainty transfers to the victim’s sense of insecurity outside 
the Internet.

Because of its unique characteristics, online hate 
speech can have a profound impact on the psychologi-
cal well-being of its victims, leading not only to feel-
ings of fear or anxiety but also insecurity. Our study’s 
emphasis on the transfer of insecurity from online to 
offline spaces underscores the interconnectedness of 
these domains. This interconnectedness underlines the 
importance of understanding and addressing feelings 
of insecurity induced by online hate speech, as it chal-
lenges traditional boundaries between virtual and real-
world experiences. Our results emphasize the urgent 
need for ongoing efforts to combat online hate speech 
and its offline ramifications and point to the lasting 
impact it has on the victims’ lives and the importance 
of specific interventions and support mechanisms. 
Anti-hate speech initiatives should not only focus on 
mitigating the spread of hateful online content but also 
on addressing the psychological consequences and the 
emotional well-being of the victims. One possible meas-
ure is to increase awareness of the issue and the impact 
on victims’ well-being. Our findings also underline the 
importance of further judicial analyses as well as col-
laborative efforts between online platforms and law 
enforcements to strengthen laws and regulations aimed 
at combating online hate speech. As the digital land-
scape continues to evolve, addressing the psychologi-
cal and societal impact of online hate speech remains a 
pressing concern. Due to its relevance for fear of crime 
in general and the increasing prevalence of online hate 
speech, our results hopefully encourage further empiri-
cal research on online hate speech consequences.

Appendix
See Fig. 2 and 3
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Fig. 3 Residual plots (Model 2)

Fig. 2 Correlation matrix
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See Table 3

See Table 4

Table 3 Measurement of victimization forms

CV I have experienced data loss or data corruption due to viruses, trojans, or worms
My social media account or email account has been hacked
My online banking has been attacked
My confidential data such as passwords, access data, or credit card numbers have been spied on by fake e-mails or websites
My access to my computer/mobile devices has been blocked by malware and I was asked to pay money to regain access (so-called 
ransomware attack)
Someone has mocked, insulted, called me names, or threatened me online
Someone has spread rumors about me or talked badly about me online
Someone has posted or sent private messages, confidential information, or photos or videos of me on the Internet to embarrass or mock 
me
Someone has excluded me from an online group
Someone has contacted or attempted to contact me online more than once after I asked them to stop
I was insulted or called names online by many people, some of whom I didn’t even know (so-called shitstorm)
Someone has made sexual advances toward me online several times and without me wanting it
Someone has sent me sexual photos or videos online without me wanting it
Someone has solicited me for sexual acts online without me wanting it
I have been scammed online buying or selling goods or services
Someone has stolen my personal information and impersonated me online, for example, by shopping under my name

Online HSV Someone has insulted me online or sent me other unpleasant messages online because of my gender, national origin, race, religious 
affiliation, or sexual orientation
Someone has spread lies or rumors about me online because of my gender, national origin, race, religious affiliation, or sexual orientation
Someone has excluded me from online groups, chats, or online games because of my gender, national origin, race, religious affiliation, 
or sexual orientation
Someone has threatened or bullied me online because of my gender, national origin, race, religious affiliation, or sexual orientation
Someone has made fun of me online." because of my gender, national origin, race, religious affiliation, or sexual orientation

Offline HSV Someone has insulted me or sent me other unpleasant messages because of my gender, national origin, race, religious affiliation, 
or sexual orientation
Someone has spread lies or rumors about because of my gender, national origin, race, religious affiliation, or sexual orientation
Someone has excluded me from groups or conversations because of my gender, national origin, race, religious affiliation, or sexual 
orientation
Someone has threatened or bullied me because of my gender, national origin, race, religious affiliation, or sexual orientation
Someone has made fun of me because of my gender, national origin, race, religious affiliation, or sexual orientation

Table 4 Bootstrap BCa confidence intervals (Model 2)

95%-CI 94%-CI

2.5% 97.5% 3% 97%

CVs − 0.0258992996 0.086352056 − 0.0235800261 0.084205582

online HSVs − 0.0003785424 0.587479879 0.0081920745 0.573610283

offline HSVs − 0.0365051589 0.197755754 − 0.0316147264 0.192420930

online and offline HSVs − 0.0027987394 0.450860271 0.0039829357 0.439095863

Social support − 0.2686013167 − 0.196095902 − 0.2673237597 − 0.198089401

Gender: women (Ref.: men) 0.2775818601 0.386415508 0.2792847881 0.383725503

Age − 0.0008973946 0.002385572 − 0.0008079041 0.002314729

Migration background (Ref.: without) − 0.0421679528 0.116766934 − 0.0394822028 0.114215847

Population > 50k (Ref.: < 50k) 0.0550702637 0.174935210 0.0578640693 0.173201303

Intercept 2.5246068997 2.965935041 2.5346753763 2.958094552
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