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Abstract 

Background As rapid response has been a key policing strategy for police departments around the globe, 
so has police response time been a key performance indicator. This scoping review maps and assesses the variables 
that predict police response time.

Methods This review considers empirical studies, written in english, that include quantitative data from which 
an association between the outcome variable police response time and any predictor can be observed or derived. 
This review provides both a narrative synthesis as well as what we termed a hybrid synthesis, a novel way of synthesiz-
ing a large quantitative dataset which is considered too rich for a mere narrative synthesis and yet does not allow 
for meta-analysis.

Results The search, screening and selection process yielded 39 studies, which presented 630 associations 
between 122 unique predictor variables and police response time. In order to present the results in a digestible way, 
we classified these into categories and subcategories. All methodological steps and the findings are made public: 
https:// github. com/ timve rlaan/ prt.

Conclusions Most of the conclusion and discussion focuses on lessons learned and recommendations for future 
research, as it proved hard to draw any definitive conclusions on causal factors related to police response time. We 
recommend that future studies clearly describe mechanisms, focus on the components of police response time 
(reporting time, dispatch time, travel time—or a combination of these), attempt to standardize predictors and out-
come variables, and we call for more research into reporting time. We conclude this review with a first attempt at deriv-
ing a causal model of police response time from the subcategories of predictor variables we observed in the empirical 
studies included in this review.

Trail Registration: https:// osf. io/ hu2e9.
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Introduction
For decades, rapid response has been a key strategy for 
police departments around the globe. There are two 
general reasons for this. First, to fulfill the police’s life-
line function, to be physically present when citizens are 
in direct need of help. Second, because faster response 
times to citizens’ calls-for-service are commonly believed 
(and empirically suggested) to be associated with 
increased witness availability (e.g., Cordner et al., 1983), 
on-scene arrests (Cihan et al., 2012), crime clearance rates 
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(e.g., Vidal & Kirchmaier, 2018), crime deterrence (e.g., 
Weisburd, 2021), victim satisfaction (e.g., Brandl & Hor-
vath, 1991), victim wellbeing (e.g., Brown & Harris, 1989), 
and overall citizen satisfaction (e.g., Frank et  al., 2005). 
As it is also an easy to track quantitative measure, police 
response time is one of the key performance indicators in 
policing. Police departments around the globe measure, 
assess, and publicly share their response times and aim to 
improve them. Therefore, knowledge of the factors that 
determine police response time is of great value to police 
in particular and society at large. Although there is a large 
body of research on predictors1 of police response time, 
so far, there has been no research that gathered, mapped 
and synthesized the findings. This review aims to fill this 
gap by answering the following research questions:

1) What are the empirically tested predictor variables of 
police response time?

2) What conclusions can be drawn about the direction, 
size and statistical significance of the effects of these 
predictor variables on police response time?

The type of literature review carried out here is a scop-
ing review, which is defined as “a form of knowledge 
synthesis that addresses an exploratory research ques-
tion aimed at mapping key concepts, types of evidence, 
and gaps in research related to a defined area or field 
by systematically searching, selecting, and synthesizing 
existing knowledge.” (Colquhoun et  al., 2014). We used 
the PRISMA-ScR checklist (Tricco et al., 2018) and first 
developed a protocol, which we pre-registered before 
starting the research (https:// osf. io/ hu2e9). This review 
retrieves English written literature—scientific and grey—
that presents quantitative, correlational data, between 
the outcome variable police response time and any 
empirically tested predictor variable. This study critically 
appraises the methodologies and evidence presented in 
the primary studies to assess if they support causal infer-
ence regarding the empirically tested predictor variables. 
We aim to quantitatively synthesize the effects of predic-
tor variables on police response time and derive a com-
prehensive causal model.

Police response time
In this review, police response time is considered to con-
sist of three components: reporting time, dispatch time 
and travel time. Reporting time starts the moment an inci-
dent takes place and ends when it is notified to the police. 

Dispatch time starts when the police are notified of the 
incident and ends as soon as a patrol car is assigned to 
the call. Dispatch time can be subdivided into queue time 
and handling time. Travel time starts when the incident 
is assigned to a patrol officer or car(s) and ends when the 
first police officer arrives on scene. Travel time is deter-
mined by two factors: travel distance and average travel 
speed. Police response time can thus be expressed math-
ematically as in Eq. 1.

Figure  1 is an extension of (Spelman & Brown, 1984) 
and displays the three stages of police response time 
schematically. Throughout this review, we refer to these 
three components of police response time. Any predictor 
variable with a causal link to police response time has to 
affect police response time through one of these compo-
nents. The addition of this layer of complexity to police 
response time is needed to better understand the mecha-
nisms through which predictor variables affect police 
response time and to consequently allow for better poli-
cies and interventions regarding police response time.

Methods
This methods section attempts to be as explicit as pos-
sible about the followed procedures without being exces-
sively minute. Additional details (e.g., the exact queries 
used for each database) can be found in the referenced 
pre-registration protocol.

Screening criteria
This review only considers empirical studies, written in 
English, that include quantitative data from which an 
association (whether causal or not) between the outcome 
variable police response time and any predictor variable 
can be observed or derived. We made no further a priori 
selection based on research design, literature type (aca-
demic or grey), geographical location, or year of publica-
tion; all literature until January 2021 (which is when we 
carried out the literature search) was considered.

Information sources
The primary databases consulted were: Scopus, EBSCO/
Criminal Justice Abstracts, Clarivate Analytics/Web of 
Science Core Collection, ProQuest/International Bib-
liography of the Social Science (IBSS), EBSCO/APA 
PsycINFO, ProQuest/Criminal Justice Database, Scien-
ceDirect, Wiley Online Library, and JSTOR. The second-
ary databases consulted were: Google Scholar, National 
Criminal Justice Reference Service—US, Global Policing 
Database.

(1)tresponse = �tincident reported + �tresponse initiated +
v̄

�x

1 This study originally set out to identify and quantify the determinants of 
police response time. However, in order to be in line with the evidence base 
of the findings, the term predictors rather than determinants is used.

https://osf.io/hu2e9
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Search query
After a preliminary search, we decided on the broad 
search query (1) below, consisting of various instances of 
the concepts: police and response time. Both terms were 
separated by the operator W/25, meaning that the terms 
should occur within 25 words of each other in a text. The 
limit of 25 words was chosen as it resembles the upper 
bound of the mean word count of written sentences. 
Moreover, it allows to retrieve studies in which “response 
time” refers to “police response time” without the words 
having to be in that exact sequence and without including 
studies which include both terms, but in which these are 
unlinked. After the initial search phase, it was concluded 
the synonyms “rapid response” and “prompt response” 
should have also been included. Hence, a second search 
was carried out using query (2).

(1) (“police” OR “law enforc*”) W/25 (“response tim*” 
OR “arrival tim*”)

(2) (“police” OR “law enforc*”) W/25 (“rapid response” 
OR “prompt response”)

(3) (“police” OR “law enforc*”) W/25 (“response tim*” 
OR “arrival tim*” OR “rapid response” OR “prompt 
response”)

Titles and abstracts obtained from the queries of the 
primary databases were screened, supplemented with 
hand-searched articles from the secondary databases. 
The flow chart in Appendix A visualizes the entire data 
collection process.

Table  1 displays the number of studies each query 
yielded in each primary database. Note that the Criminal 
Justice Database was not available to the authors during 
the first round of queries. For that reason, we combined 
the first two queries into query (3), which was used for 
the second round CJD retrieval.

Screening phase
The retrieved dataset of studies from the primary data-
bases was first cleaned and enriched with the study 
DOIs and using the update function of the Mende-
ley reference manager. This step greatly increased the 
number of abstracts that were retrieved. The set was 
subsequently deduplicated using Mendeley’s duplicate 
removal function. Next, the remaining unique study 
titles and abstracts were imported into ASReview, an 
active learning software package created to screen litera-
ture for systematic and/or scoping reviews (Schoot et al., 
2021). Using ASReview, the first author (TV) coded the 

Fig. 1 The components of police response time—adjusted from Spelman and Brown (1984)

Table 1 Data retrieval per database

Scopus CJA WoS IBSS PsychINFO CJD SD Wiley JSTOR Total

Retrieval1 330 103 64 118 23 N/A 191 426 1559 2814

Retrieval2 89 29 24 102 6 1239 1593 152 769 4003
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documents based on title and abstract as “maybe rel-
evant” or “irrelevant”. Documents were coded “maybe 
relevant” when the title and abstract suggested the study 
concerned empirical research linking one or more pre-
dictor variables to police response time. All other studies 
were marked as “irrelevant”. In case the title or abstract 
contained insufficient information, the document was 
marked as “maybe relevant” in this part of the screening 
phase.

Using a machine learning algorithm on the user inputs, 
ASReview constantly presents what it predicts to be the 
most relevant document. This way, the user does not 
have to classify the entire set of documents, but can stop 
screening after a predefined set of consecutive docu-
ments are coded as “irrelevant”. Any stopping criterion 
is arbitrary, but some are empirically shown to be sensi-
cal (e.g., Scherhag & Burgard, 2023). We settled on the 
stopping criterion of 100 consecutive "irrelevant" articles 
as advised to us in an informal meeting with the devel-
opers of the ASReview program. We used the following 
ASReview settings: classifier—“Naïve Bayes”; feature 
extraction—“tf-idf”; and query strategy—“Max”, and we 
started the ASReview screening phase by providing the 
algorithm one relevant (Salimbene & Zhang, 2020) and 
one irrelevant (Zhu et al., 2020) study.

As the data retrieval was done in two rounds (adding 
the terms rapid response, prompt response and the CJD 
database in the second round), the ASReview screening 
phase was also done in two rounds. ASReview round one 
coded 111 studies (4.8%) as “maybe” relevant, and 597 
(26%) as “irrelevant” before the stopping criterion was 
reached. ASReview round two coded an additional 11 
studies as “maybe relevant”.

Additionally, Google Scholar, National Criminal Justice 
Reference Service, Global Policing Database were hand 
searched. For all the studies that were retrieved in these 
secondary databases a judgement was made—in the 
browser, based on the title/abstract—if they were “maybe 
relevant” or “irrelevant”.

Selection phase
All documents marked as “maybe relevant” during the 
screening phase progressed to the full-text selection 
phase in which eligibility was assessed. Studies were 
considered eligible if they concerned empirical research, 
had police response time as the outcome variable, and 
reported quantitative data from which an association 
between the outcome variable police response time and 
a predictor variable can be observed or derived. If a study 
failed on any of these criteria, it was excluded. The first 
violated criteria observed was noted for each discarded 
study. The first author (TV) did the full-text eligibility 
check for all literature that passed the screening test. The 

selection phase resulted in 37 eligible studies. Next, for-
ward and backward searches were carried out with these 
37 studies as input, which resulted in 2 additional stud-
ies. Both these additional studies were not present in the 
original ASReview screening. Appendix B contains the 
list of included studies with some metadata. The “search 
overview” file on the public GitHub makes the selection 
process transparent (https:// github. com/ timve rlaan/ prt).

Data extraction
In order to extract the relevant information from the 39 
studies, we created a data extraction form in Microsoft 
Excel. It was used to extract data specific on the outcome 
variable police response time and all observed predictor 
variables. Appendix C presents what data were extracted. 
In order to increase reproducibility of the data extraction, 
ATLAS.ti was used to code the research location, time 
period, sampling strategy, the presented correlational & 
descriptive data and the conclusion in the primary stud-
ies. The data extraction form is available on the GitHub 
page.

Data conversion and interpretation
Predictor variable categories
Because of the large number of unique predictor vari-
ables identified in the extracted data, we started with a 
data reduction step by classifying all predictor variables 
in categories and subcategories. This data reduction 
step helps with presenting the results in a digestible way. 
Table 2 specifies what additional information was coded 
per variable observed in the primary studies.

Strength of the associations
Some (models in the) primary studies did not directly 
present associations, or presented it in coefficients that 
do not directly allow for effect size calculation. In the 
first case, we attempted to extract descriptive statistics 
that allowed us to derive the size of the association our-
selves. We converted multiple observed group means of 
population studies to percentage difference/change and 
sample means & standard deviations, t-statistics and 
z-statistics into Cohen’s D where possible. In the sec-
ond case, we converted the primary study’s metric into 
a metric that allowed for effect size interpretation. We 
converted unstandardized B coefficients into a new met-
ric “B*” by dividing it by the mean response time of the 
calls for service to make it analogous to the percentage 
change metric. If no mean was presented, we converted 
the unstandardized B coefficients into standardized Beta 
coefficients by extracting the standard deviation of both 
the outcome and the predictor variables. For the one 
study that presented results of an ordinal logit regression 

https://github.com/timverlaan/prt
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(Kayes et  al., 2019), we converted the unstandardized B 
coefficients into odds ratios.

In order to interpret the observed and converted 
Cohen’s D, Pearson’s R and odds ratios, we relied on 
Cohen’s (2013) interpretation of effect sizes. In order to 
interpret the effect size of percentage difference/change 
measures, we posit our own interpretation and scale the 
interpretation of the unstandardized B* coefficient and 
the standardized beta coefficient analogous to this. We 
propose the following interpretation of the effect size 
of percentual change we believe to be reasonable for 
the context of police response time: 0–10% change, very 
small; 10–30% change, small; 30–50%, medium; > 50%, 
large. All these data conversion and interpretation steps 
are detailed in Appendix D.

Direction of the associations
In our synthesis of the results, we discuss the direction 
of the association between scale/ordinal predictor vari-
ables and the outcome variable police response time. By 
a positive relation we mean that a unit/level increase of 
the scale/ordinal predictor variable corresponds with an 
increase in police response time, and thus police response 
is slower. By a negative relation we mean that a unit/level 
increase of the scale/ordinal predictor variable, police 

response time decreases, and thus police response is 
faster. Interpreting direction of associations for nominal 
and dichotomous predictor variables is often meaning-
less. For example, different crime types (property crime, 
violent crime, etc.) might correspond with different police 
response times, but there is no logical direction of the 
association. For this reason, we only report whether there 
is very small/small/medium/large systematic variation in 
police response time between categories of those nomi-
nal variables, but more details can be found in the data 
extraction file published on GitHub. For some dichoto-
mous variables though, especially those that capture pre/
post interventions, the direction of the association has an 
intuitive interpretation. In such cases, this will be elabo-
rated on.

Critical appraisal of research methodologies
In order to judge what conclusions can be credibly 
drawn regarding the presented associations between 
the outcome variable police response time and the pre-
dictors, the retrieved literature was critically appraised 
based on research design. We classified these using the 
Maryland Scientific Methods Scale (MSMS) (Farrington 
et al., 2003), as presented in Table 3. The higher the level 
of the research design, the more trust can be placed in 

Table 2 Variables added to the extracted information

Codename Explanation

IV_label Generalization of independent variable name

variable category Kinematics, exogenous, human involvement, incident characteristics, innovation, police strategies

variable subcategory Day of the week, demand, road type, time of day, traffic, weather type, caller characteristics, 
community characteristics, victim characteristics, witness characteristics, incident characteristics, 
incident type, AGDS, AVL, emergency button, response unit type, travel distance, travel speed, call 
priority, department size, differential response system, jurisdiction area, no. officers per response 
unit, non-emergency number, on duty officers, patrol strategy, shift, workload

Regression type Simple or multiple

Effect direction  +/-/none (for nominal and dichotomous predictor variables always none)

Effect size interpretation Very small, small, medium, large (see Appendix D)

Statistical significance */**/***/non-applicable (i.e. population data)

Internal validity Level I to V (see section Critical appraisal of research methodologies)

Table 3 Maryland Scientific Methods Scale interpreted to suit the studies under review

Internal validity Description

Level I Correlation analysis, no control group nor attempt to establish counterfactual

Level II ‘Before & after comparison’ or comparison group without balancing covariates

Level III Difference in Difference, attempt at balancing (OLS, matching) but uncon-
trolled differences likely remain

Level IV Explicitly reasoned and proper balancing (OLS, matching), biases discussed 
but not addressed

Level V RCTs, no selective sample attrition
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the internal validity of the observed associations. Strong 
causal claims are only warranted for research level V 
designs.

Results
Empirically tested predictors of police response time
Together, the 39 included studies yielded 630 empirically 
tested associations between predictor variables and (a 
component of ) police response time. However, over two-
thirds of these predictors originate from the three stud-
ies by Bieck (1978, 1980a, 1980b), which are based on 
relatively small sample sizes. The 630 associations relate 
to 122 unique predictor variables. Because it is impos-
sible to present and discuss all these unique predictors 
in this article, we will present some descriptive statistics 
and refer the interested reader to the data extraction file 
available on GitHub. Of the 630 tested associations, 18% 
(n = 113) related to scale predictor variables, 6% (n = 40) 
to ordinal predictor variables, and 76% (n = 477) to 

nominal predictor variables, the latter of which predomi-
nately represented incident type. The outcome variable 
police response time was operationalized in the follow-
ing ways: 142 associations were tested for the compo-
nent reporting time (23%), 81 for dispatch time (13%), 159 
for travel time (25%), 237 for dispatch time + travel time 
(38%), and 11 for reporting time + dispatch time + travel 
time (2%). Police response time was virtually always meas-
ured as a scale variable (99%), which was operational-
ized as minutes per call for service/incident in most cases 
(95%). Police response time data mostly originated from 
US Police computer aided dispatch (CAD) systems, or 
predecessors of CAD. Only a few (older) studies used 
response times gathered by officers and observers (e.g., 
the Kansas City response time studies). Figure  2 shows 
a Sankey plot that presents the categories of predictors 
found in each study and against which component(s) of 
police response time the predictors variables within these 
categories were tested.

Table 4 Categorization of predictor variables

Category n Subcategory N Unique 
variables

Measurement levels observed

Kinematics 9 Travel distance 8 3 Dichotomous, scale

Travel speed 1 1 Scale

Exogenous 71 Day of the week 8 2 Dichotomous, scale

Demand 5 1 Scale

Road type 12 6 Dichotomous, nominal, ordinal

Time of day 36 3 Dichotomous, nominal

Traffic 4 2 Dichotomous

Weather type 6 4 Dichotomous

Human involvement 150 Caller characteristics 39 16 Dichotomous, scale

Community characteristics 87 23 Scale, dichotomous, nominal

Victim characteristics 23 10 Dichotomous, nominal, ordinal, scale

Witness characteristics 1 1 Nominal

Incident 276 Incident characteristics 27 9 Ordinal, dichotomous, nominal

Incident type 249 8 Nominal, dichotomous

Innovation 19 AGDS 11 1 Dichotomous

AVL 2 1 Dichotomous

Emergency button 1 1 Dichotomous

Response unit type 5 1 Nominal

Police strategies 93 Call priority 34 1 Ordinal, dichotomous, nominal

Department size 7 3 Scale

Differential response system 4 1 Dichotomous

Jurisdiction area size 4 2 Scale

No. officers per response unit 9 6 Dichotomous, nominal

Non-emergency number 8 1 Dichotomous

On duty officers 2 1 Scale

Patrol strategy 16 11 Dichotomous, ordinal

Shift 2 1 Nominal

Workload 7 5 Scale
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Categories of predictor variables
Capturing the 122 unique predictor variables in intui-
tive categories and subcategories—which make the 
analysis more tangible as well as do justice to the indi-
vidual predictors—is no trivial task. We have based 
our categorization on the perceived (and sometimes 
described) mechanisms through which the predictor 
variables are assumed to affect (a component of ) police 
response time. Table 4 presents the resulting categories 
and subcategories of this effort, next to the number of 
empirically studied associations within these (sub)cate-
gories and the measurement level of the predictor vari-
ables found within these (sub)categories.

Challenges to synthesizing the findings
After analyzing the included literature, we concluded 
that quantitative synthesis (in the form of meta-analy-
sis) would not be possible. We identified five types of 
heterogeneity that hinder quantitative synthesis, here 
presented in no particular order:

First, large heterogeneity in the operationalization 
of predictor variables. For nominal and ordinal vari-
ables, this concerns heterogeneity in: the number of 
categories, the values these categories represent, cod-
ing system (e.g., dummy coding or deviation coding), 
and—in the case of dummy coding—the reference 
category selected. For scale variables, this concerns 

Fig. 2 Sankey plot of studies, categories and response time components. The Sankey diagram is available more clearly as an interactive 
visualization at: https:// timve rlaan. github. io/ prt/ sankey_ prt. html

https://timverlaan.github.io/prt/sankey_prt.html
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heterogeneity in the unit of analysis. The follow-
ing two examples illustrate this heterogeneity in 
operationalization:

Call priority (ordinal) has been analyzed in many dif-
ferent operationalizations—e.g., call priority ranging 
between 1 and 3 (Salimbene & Zhang, 2020) or 1 and 
5 (Colton, 1980); emergency/non-emergency (Isaacs, 
1967). While all clearly describe the same concept, 
they are also clearly measured using different catego-
ries. All priority levels correspond to varying target 
response times and even within categories, target 
response times vary (e.g., priority 1 can mean “within 
10 min” or “within 15 min” in different jurisdictions). 
Lastly, the studies vary in the use of reference cat-
egories, it either being the lowest priority level (e.g., 
Salimbene & Zhang, 2020) or the highest priority 
level (Bennett, 2018).
Demand (scale) is generally captured by call volume. 
This variable has been operationalized as number 
of calls for service received in the same hour as the 
call (Bennett, 2018); the number of calls for service 
received in the same day as the call (Sullivan, 2012); or 
the average number of calls for service per hour (Max-
field, 1982).

Second, large heterogeneity in the constitution of (regres-
sion) models. The majority of the predictor variables are 
tested in multiple (linear) regression models with varying 
sets of control and interest variables. Obviously, the inclu-
sion and/or omission of relevant predictors variables (can) 
greatly influence the size, direction and statistical signifi-
cance of predictor variables’ parameter estimates.

Third, heterogeneity in the application of log-transforma-
tion of the outcome and (one) predictor variable. For 378 
associations (60%), the outcome variable police response 
time (or one of its components) was log-transformed 
before it was analyzed; in all other cases, it was not. In four 
regression models, the predictor variable call rate was also 
log-transformed.

Fourth, large heterogeneity in the scope of the differ-
ent models. Many of the models analyze police response 
time in relation to a subset of all calls for service—e.g., 
those related to domestic violence (i.e., Lee et al., 2017), in-
progress burglary (e.g., Coupe & Blake, 2005), in-progress 
assault (i.e., Cihan, 2015), or all part I crimes (e.g., Kessler, 
1985). Although we have not witnessed it being articulated 
in the studies, the underlying assumption seems to be that 
there are fundamental differences between these subsets in 
how the predictor variables relate to police response time. 
Unfortunately, none of the studies explicitly tested this 
assumption and the extracted data do not allow us to test 
it ourselves.

Fifth, large heterogeneity in the metrics in which 
research findings are presented, e.g., Pearson’s R, Cohen’s 
D, unstandardized B coefficients, Chi-squared, t-statistic, 
Z-statistic, F-statistic, mean difference, median differ-
ence, Kendall’s tau and Beta coefficients. In many studies, 
a multitude of these metrics was presented without clear 
directions on what to base the conclusions on. While these 
metrics can mostly be converted into one another, the nec-
essary information to do so was not always present or easily 
identifiable. Moreover, not all  interpretations of the effect 
size of these metrics could be converted into one another. 
This is especially unfortunate, because (a component of) 
police response time is always expressed in unit of time 
(seconds, minutes, or hours, or a combination thereof). 
Standardized time differences/change (e.g., dividing the 
time difference by mean or median time) would therefore 
present the ideal metric for synthesis.

Strategy for synthesizing the findings
Given these obstacles, we deemed it impossible to quanti-
tatively synthesize the results in the form of a meta-analy-
sis. Instead, we present the results in a hybrid manner: we 
count the number of times parameter estimates for (sub)
categories of predictor variables were in a certain direction 
and of a specific size. This hybrid synthesis, as presented 
in Appendix E, is our best attempt to present the wealth 
of data for 630 associations found in 39 studies in a way 
that is both digestible and all-encompassing. We refer any-
one interested in the intricacies of the data to consult the 
full data extraction file on GitHub. In the next section, we 
give a narrative synthesis of the main findings presented in 
Appendix E.

Narrative synthesis
Kinematics
Average travel speed and travel distance can be reasoned to 
entirely explain police travel time. Any model that incor-
porates both accurately should thus—in theory—leave no 
room for other predictor variables. Only one study tested 
the effect of travel speed on police response time (Pate et al., 
1976). Surprisingly, only a very small relation was found:

“… there was little correlation between driving speed 
and response time. However, the speed limits gener-
ally ranged only from 20 to 35 miles per hour. With 
so little variation among reported driving speeds, the 
low statistical correlations between driving speed and 
response time should not be construed to indicate that 
driving speeds do not affect response time. The method 
of estimating driving speeds may not be sufficiently 
reliable, and the actual range of speeds may be too 
narrow to permit the accuracy required for correlation 
analysis.” (Pate et al., 1976, p. 28)
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The relation between travel distance and travel time 
was analyzed in three older studies, upon which five arti-
cles were based (Bieck, 1978, 1980a; Blake & Coupe, 2001; 
Coupe & Blake, 2005; Kessler, 1985; Pate et  al., 1976). 
Travel distance was mostly measured in kilometers (scale 
variable). However, some studies also recoded it into binary 
variables car in beat of incident (Kessler, 1985) and officers’ 
location is in beat of incident and included it—in tandem 
with the default scale variable—into a regression model 
(Bieck, 1978, 1980a). These recoded variables of essentially 
the same information generally had a smaller effect size and 
very likely interfered with the effect of travel distance. The 
studies that looked at travel distance found small to large 
positive effects on travel time.

Exogenous predictor variables
Exogenous variables all have—with the exception of 
demand—a very small association with police response 
time. Demand, although not tested using designs with a 
high internal validity, can easily be understood to have a 
large effect on police response time. A high demand for 
police response likely congests the dispatch center, which 
would increase queuing times. Besides, if a fixed number 
of available officers need to respond to a larger volume 
of calls-for-service, it will probably take them longer to 
respond because dealing with one call will increase the time 
before they can leave to respond to the next call. Between 
police response time and time of day and day of the week we 
observed some relations of a large size. However, these can 
be attributed to lack of control variables in the underlying 
models. For example, the one large relationship was found 
for 3.00–3.59  pm, which was the same time period the 
police unit under investigation had a shift change, but shift 
change itself was not accounted for in the model (Stevens 
et al., 1980).

Human involvement predictor variables
Human involvement variables show very small to small sta-
tistical relations to police response time. The direction also 
varies. One striking finding deserves further discussion. 
Community characteristic predictor variable call rate—
operationalized as the number of calls for service per 1,000 
citizen per neighborhood per year—shows a large relation-
ship twice (Cihan, 2014, 2015). These parameter estimates 
seem anomalous in light of the other evidence that call 
rate shows two small negative and one very small positive 
relation to police response time. Because we also cannot 
think of a theoretical mechanism that would explain why 
call rate—in its current operationalization—would have 
such a large relationship to police response time, we urge 
the reader to interpret these large parameter estimates pre-
sented in Cihan (2014, 2015) with caution.

Incident predictor variables
Incident type is by far the most analyzed predictor variable. 
However, most of these analyses are based on observations 
from the Kansas City response time study (Bieck, 1978, 
1980a, 1980b; Kessler, 1985), which was a relatively small 
study (sample sizes varied in the various presented regres-
sion models, max = 2,800, mean = 669.5, sd = 444.6) and the 
study has been criticized as a “highly non-random sam-
ple” (Vidal & Kirchmaier, 2018). Besides, call priority level 
has not been considered in the majority of the regression 
models based on the Kansas City response time study. The 
only evidence that sheds some light on the effect of incident 
type controlling for call priority level is found in Salimbene 
and Zhang (2020). They report only very small differences 
between the reference category disorder crime and incident 
categories violent crime, property crime and other crime 
types. Incident characteristics can roughly be broken down 
into four types: (degree of) injury, weapon involvement, in-
progress and source of the call for service (911 or automated 
alarm system). Controlling for call priority level, weapon 
involvement and source of the call for service both have very 
small relations to police response time. Without controlling 
for call priority level, some (other) studies find the relation-
ships for (degree of) injury to range from very small positive 
to large negative, and those for in-progress to range from 
very small to large negative. However, we do not place too 
much trust in these findings because call priority level was 
not controlled for.

Innovations
We labeled four predictor variables as innovations: acoustic 
gunshot detection system (AGDS), automatic vehicle location 
systems (AVL), emergency button, and response unit type. 
AGDSs are systems that should directly affect reporting 
time. Surprisingly, they have not yet been analyzed against 
reporting time. Instead, AGDSs show very small to small 
relations to the combined components dispatch time and 
travel time. In two studies by Mares and Blackburn (2012, 
2021), this association also changes direction over time. At 
first, calls from the AGDS received slightly faster dispatch 
and travel times, while they later received slower dispatch 
and travel times. Dennis Mares argued (in personal commu-
nication) that this might be explained by response fatigue. 
AGDS-generated calls for service mostly turn out to lead 
to no suspects or arrests and are often believed to be false 
positives. AVLs were analyzed in two studies, using data 
gathered in 1974 (Larson & Simon, 1979) and 1999 (Russo, 
2006). AVLs are meant to improve travel times by enabling 
dispatching of the closest car to an incident. Despite this 
clear mechanism, the systems had very small relations to 
police response times. Possibly, the technology at the time 
was not advanced enough to outperform status quo. It 
should be noted that the studies by Russo (2006) and Larson 
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and Simon (1979) have a low internal validity level and 
results should thus be interpreted with caution. The emer-
gency button was only researched in one study with a rela-
tively low internal validity score. Nevertheless, the results 
showed a large negative relation to police response time 
(reporting + dispatch + travel time), meaning the interven-
tion lowered police response time. This shows the potential 
for innovations that are expected to affect reporting time, 
the component of police response time which Spelman and 
Brown (1984, p.55) suggested to be the largest contributor 
to police response time. Response unit type measures the dif-
ference in response time between two types of police cars 
in the late 1960s. Because the context of these findings is so 
outdated, we refrain from drawing any conclusions.

Police strategies
Police strategies is by far the broadest category we used. It 
includes: call priority, workload, department size, differen-
tial response system, jurisdiction area size, number of officers 
per response unit, implementation of a non-emergency num-
ber, number of on-duty officers, patrol strategy, and shift. The 
common denominator of all these predictors is that all are—
in some way—measures that reflect decisions on how police 
operate. Call priority has a very small to large positive (posi-
tive due to inverse order of priority level, level 1 being high-
est) effect on police response time. There are some instances 
where the primary results suggested a negative relation, but 
this was entirely due to the use of a different reference cat-
egory (referenced against highest instead of lowest priority 
level). Call priority mostly shows a large effect and from 
analyzing the results in context we deem this to be accurate. 
Workload is suggested to have varying relations with police 
response time for different priority levels. For high prior-
ity calls, it seems there is virtually always enough capacity, 
and workload is thus not a limiting factor. In contrast, vari-
ation in police response time for low priority calls seems to 
be explained for a large part by workload. Department size 
(−), jurisdiction area size ( +), number of officers per response 
unit (−), number of units responding (−) and number of on-
duty officers (−) all show very small to small relations with 
police response time, with their respective direction reported 
between brackets. Within subcategory department size, the 
predictor variable number of officers employed had a nega-
tive direction while the predictor variable number of citizens 
employed showed a negative direction once and a positive 
direction twice. Shift captures the difference between the 
morning, night, and evening shift (while controlling for 
other variables), and these showed very small to small rela-
tions to response times. Coupe and Blake (2005) report that 
shift change has a significant effect on response times, as was 
also hinted at in Stevens et  al., (1980). Unfortunately, the 

effect size and direction of shift change is not mentioned in 
the study, only its p-value (Coupe & Blake, 2005).

Discussion
First, we discuss the general characteristics of the 
reviewed literature. Second, we discuss the results as pre-
sented in Appendix E and the narrative synthesis. Third, 
we discuss the limitations of this review. Finally, we pre-
sent recommendation for future research into police 
response time and our attempt towards building a causal 
model.

Discussion of the literature
Looking at the general characteristics of the included 
studies, a few things immediately stand out. First, the vast 
majority of studies (90%) originate from the United States 
(and most from large urban areas), with only three stud-
ies from the United Kingdom and one from Iran. With-
out sufficient research from other countries, it remains 
unclear how the urban and US-centric findings general-
ize. In countries where predictor variables have a greater 
range or variance, they might also differently affect police 
response times. For example, while road type did not 
prove to be a limiting factor to police response time in the 
large cities studied in the United States, it is easily imag-
ined that mountainous dirt roads in rural parts of the 
world will constitute a limiting factor to police response 
time.

Second, research interest into police response time 
seems to have come in two waves, with a quiet period 
between 1985 and 1995. Studies from the first wave 
mainly focus on incident predictor variables. Studies 
from the second wave, especially more recently, mainly 
focus on whether and how police response times vary 
with human involvement variables. Remarkably, some 
important predictor variables like travel distance and 
(average) travel speed were controlled for in the first 
wave—when measuring them was very difficult and less 
reliable—more often than in the second (current) wave 
when measuring them—and thus controlling for them—
is far easier and more reliable.

Third, since 1977, all data used in the included stud-
ies were extracted from computer aided dispatch (CAD) 
systems from (local) police departments or other such 
large-scale databases. These CAD data should be consid-
ered population data for the police department they are 
extracted from. With the exception of Bennett (2018), 
none of the studies included in this review choose the 
local police departments from which they extract data 
through a sampling procedure. Instead, police depart-
ments are selected based on convenience and/or other 
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criteria. In the absence of a predefined sample space and 
explicit sampling procedure, the results of these studies 
should not be interpreted as generalizing to any larger 
spatial unit such as state, country or continent. As the 
studies are based on population data that themselves do 
not generalize to a larger superpopulation, there is actu-
ally no need for the use of p-values or inferential statistics 
in general: all the variation and effects observed are, by 
definition, the real variation and effects. In other words, 
these studies provide stronger evidence than they give 
themselves credit for, although it is evidence that does 
not present a clear basis for generalization beyond the 
study area.

Fourth, the literature fails to build towards the common 
goal of gaining a comprehensive understanding of deter-
minants of (and their effects on) police response time. 
Perceived mechanisms and causal models are scarcely 
communicated, and if they are, not in an explicit manner 
(i.e. in non-specific text rather than in causal diagrams). 
The models seem not to get gradually improved based on 
insights from prior research. Overall, the literature seems 
to be stuck in a paradigm of correlation rather than try-
ing to work towards a causal model.

Discussion of the results
In total, the relationship between 122 unique predic-
tor variables and (a component of ) police response time 
was analyzed. Given all the obstacles on synthesizing the 
findings mentioned before, it is not possible to draw any 
definitive conclusions on the effects of predictor vari-
able (sub)categories. Nevertheless, we will discuss some 
observations and lessons learned from the synthesis of 
each variable (sub)category.

Kinematics directly determines travel time and there-
fore have a causal link with police response time. More 
effort should be directed to accurately measuring and 
including travel distance or (average) travel speed in stud-
ies of police response time. Note though that including 
both in a regression model will leave no room for other 
predictors. Having those measures might actually shift 
the research interest from the explanation of police 
response time as such to explaining why police officers 
drive at different speeds or are positioned at different dis-
tances from incident locations.

Exogenous variables (except demand) have negligible 
associations with police response time in the contexts 
where they have been studied. Only in very extreme cases 
can variables like weather or traffic be expected to have 
a noteworthy effect on police response time. For this 

reason, we consider the inclusion of these exogenous var-
iables (except demand) in a causal model as optional in 
urban areas of most developed countries.

The association between human involvement varia-
bles and police response time is potentially contentious 
and easily linked to societal debates around ‘defund the 
police’ and ‘black lives matter’. It is, therefore, vital that 
the research into this is rigorous in its design, cautious 
in its claims and clear on the distinction between cor-
relation and causation. Nevertheless, most studies that 
have looked into this make bold claims we feel are not 
warranted by the research presented. The most authori-
tative article on human involvement variables (Bennett, 
2018) retrieved CAD data from 40 police agencies and 
measured the effect of many human involvement varia-
bles on dispatch and travel time. Effect sizes and direc-
tion varied greatly, which caused Bennett (2018, p. 30) 
to write the following:

“Notice that in every case the standard deviation 
is much larger than the mean, in most cases by a 
factor of three or more. While the sign of the means 
mostly correspond to the estimates from the com-
bined regression, in every case there are estimates 
on both sides of zero.”

From this we conclude that the associations of human 
involvement variables with police response time are far 
from homogenous or clear, and scholars should be care-
ful to draw any conclusions. More (rigorous) research is 
needed.

Incident variables show varying effect sizes, from 
very small to large. However, in most of the models in 
which these varying findings are observed call priority 
level is not controlled for. Call priority level is deter-
mined exclusively by incident variables and itself has 
a direct causal mechanism to police response time. 
Unsurprisingly, incident variables were found to have 
only a very small effect on police response time once 
call priority level was controlled for. We believe that 
the variation in police response time for different inci-
dent variables—not explained by call priority level—
is indeed very small. Nevertheless, the mechanisms 
behind these small differences present an interesting 
avenue for future research.

All current innovations aim to shorten reporting time 
by either bypassing citizen action or facilitating it. Even 
though the evidence base is either currently lacking or 
very small, we believe these innovations can actually have 
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large effects on shortening reporting time and, conse-
quently, police response time.

Regarding the subcategory police strategies, we limit 
our discussion to a few predictor variables that are sug-
gested to—empirically and/or theoretically—have a large 
effect on police response time: workload (consisting of 
demand and police capacity), call priority level, and police 
discretion. Of these variables, call priority level has the 
largest effect as it directly dictates police actions. Any 
variation among incidents of the same priority level can 
thus be attributed to actions not dictated. In part it will 
be related to police discretion, which can influence police 
response time in three ways: police dispatchers handling 
calls for service faster/slower, patrol officers traveling 
to incidents faster/slower, or patrol officers position-
ing themselves so they are closer to/further away from 
(future) incidents. Workload mainly determines when a 
response is initiated and therefore has a greater effect on 
calls with lower priority.

Limitations
Limitations of data gathering
The first limitation of this scoping review is that the 
search terms did not include the separate components 
of police response time (i.e., reporting time, dispatch 
time and travel time)—the importance of which was 
only realized during the analysis of the retrieved data. 
Nevertheless, we doubt that any relevant study only 
uses the component terms without any of the various 
search terms we included for police response time (i.e., 
“rapid response”, “prompt response”, “arrival time”, and 
“response time”). A second limitation of this literature 
review is that no double collecting, screening, selecting 
and coding of the literature was done. While this undeni-
ably lowers the reliability of the findings, we are confident 
that—largely thanks to our open and systematic way of 
analyzing and interpreting the data—the results meet the 
standards of reproducibility and reliability. We believe 
saturation was reached in searching for relevant literature 
as both the forward and backward searches only yielded 
a single extra study—neither of which was found to be 
present in the literature retrieved from primary data-
bases. Third, the disproportionate concentration of data 
emanating from the United States, coupled with an inad-
equate representation of data from other geographical 
origins, likely has implications for generalizability of this 
review’s findings. While articulating these specific impli-
cations is challenging, our preceding discussion attempts 
to illuminate the potential ramifications arising from the 
limited diversity observed in the study regions.

Limitations of data analysis
In order to present the results in a digestible manner, we 
presented the observed statistical relations on a four-
point scale (very small/small/medium/large) in Appen-
dix E. Assigning those values for Cohen’s D, Pearson’s R 
and odds ratios was straightforward using Cohen’s (2013) 
classification or extrapolations of this work (see Appen-
dix D). However, for unstandardized B coefficients, 
standardized Beta coefficients and percentual change, 
we could not rely on existing rules of thumb and had to 
decide on what constitutes a very small/small/medium/
large statistical relation. Such judgment calls are inher-
ently arbitrary; using different cutoff values might lead to 
different results. We also wanted to provide some indi-
cation of the (average) internal validity of the scientific 
evidence per subcategory by using the Maryland Scien-
tific Methods Scale. All these steps should be taken as a 
first attempt to present the large data collection effort in 
a way that is still digestible by a reader. We encourage the 
reader to critically assess these choices or to even suggest 
other ways of synthesizing large quantitative data collec-
tions without solely relying on a narrative synthesis. As 
systematic reviews are periodically updated, we hope 
constructive criticism is able to improve the validity of 
our interpretations for updated versions.

Limitations of the findings
In many ways, this study suffers from attempting to 
standardize the analysis of data that proved to be too het-
erogeneous to be captured in such a rigorous manner. As 
a result, the article might now read as a critique of prior 
work in this field rather than having an exclusive focus 
on uncovering the empirically tested determinants of 
police response time and their effect size, direction and 
significance. Although we are aware of this limitation, we 
believe this is a necessary assessment of the research evi-
dence and the article presents a better way forward than 
any (less critical) alternative would offer.

Recommendations for future research into police response 
time
In order to help police response time research progress—
and in response to the obstacles to quantitative synthesis 
we had to deal with—we have four general recommenda-
tions for future research.

First, we argue that the research into police response 
time should shift from the current correlational paradigm 
to a causational paradigm. Many exploratory studies have 
now been done and the field would benefit from research 
that works towards a causal model of police response 
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time. Moreover, this shift would likely result in higher 
MSMS scores than are currently witnessed. Obtaining all 
the data required to properly test such a causal model can 
be challenging and might well be beyond the possibilities 
of many research projects. Nevertheless, clearly defining 
and communicating the perceived causal model and pit-
falls in testing it should be possible for all research pro-
jects and would already be a big step forward for this line 
of research.

Second, we argue that each call priority level corre-
sponds to a distinct police response time distribution. 
Therefore, we recommend to analyze the different call 
priority levels separately. Moreover, in case the goal is to 
investigate how specific determinants limit faster police 
response time, we would even argue that researchers 
should only analyze variables if they can be assumed to 
present a limiting factor. Only when the police are aimed 
at realizing the shortest possible response time, all vari-
ables can be assumed to present a limiting factor. There-
fore, we recommend—if the goal is to investigate how 
specific determinants limit faster police response times—
to only analyze the highest priority levels calls.

Third, research into police response time would benefit 
greatly from more standardization in operationalization 
of both predictor and outcome variables. Such standardi-
zation is preferably reached through consensus among 
experts. In order to start this conversation, we present 
some suggestions on four matters we deem most in need 
of standardization in the current literature: transforma-
tions, measure of central tendency, coding, standardiza-
tion for effect size interpretation:

1. The majority of the 630 associations were tested 
against log-transformed components of the outcome 
variable police response time. In most of the studies 
that used log-transformation, it was argued useful 
for making the outcome variable less skewed, or, to 
be beneficial for regression analysis as it improves 
normality of the error distribution (e.g., Cihan 
et al., 2012, p. 316; Lee et al., 2017, p. 67). We argue 
against log-transformation for these reasons and 
believe skewedness of the data should be investigated 
rather than treated a nuisance. We judge much of 
the skewedness of police response time data to be a 
result of measurement error – i.e., by police officers 
forgetting to log their on-scene arrival, resulting in a 
number of very large police response times. A more 
appropriate response to the observed skewedness 
would thus be outlier detection, as employed by Choi 
et al. (2014).

2. If outlier detection does not suffice to curb large 
skewedness of the data, we argue that the median 
would be the better measure of central tendency 
over the mean, which is now more commonly used. 
To illustrate: in the study by Bieck (1978, p. 140), 
the mean police response time (reporting + dis-
patch + travel) is reported to be 3 h and 57 min, while 
the median response time is reported to be 18  min 
and 50  s; we argue in such cases the median better 
reflects the central tendency of police response times.

3. With the exception of one study (i.e., Stevens et  al., 
1980), which uses deviation coding, all studies that 
included nominal variables in multiple regression 
models use dummy coding. This can only be done 
with an arbitrary reference category, and we observed 
over twenty different reference categories used for 
the predictor incident type alone. We argue that devi-
ation coding is preferable as it would improve com-
parability and facilitate synthesis of findings.

4. In order to make normative judgements on the size 
of observed difference or associations, many studies 
standardize the associations by using the standard 
deviation of the predictor and/or outcome variable 
distribution. For example, Coupe and Blake (2005, 
p. 249) report: “As expected, response times were 
strongly associated with response distances (Pear-
son’s r =  + 0.47, p < 0.01)”. We argue, instead of pre-
senting (on standard deviation) standardized corre-
lation measures and its standardized interpretation 
(e.g., “strong association”), that it is generally more 
meaningful to present the associations in the intui-
tive units it is measured in and interpret effect sizes 
in context, for example, by comparing the unstand-
ardized differences/effects to the median response 
time.

Fourth, more research should be conducted into 
reporting time. Several of the earliest studies (1980a; 
Bieck, 1978, 1980b; Spelman & Brown, 1984) show that 
reporting time constitutes the largest share of total police 
response time and claim it should thus receive most focus 
when aiming to improve response times. To illustrate, a 
quote from Spelman and Brown (1984):

“Most of the time, the [reporting] delays are so sub-
stantial that even our fastest response to the crime 
will be ineffective in producing arrests. In short, we 
have focused on using high technology dispatching 
equipment and sophisticated deployment schemes 



Page 14 of 23Verlaan and Ruiter  Crime Science           (2023) 12:19 

to reduce police response time, when we should have 
focused on reducing citizen delays.” (Spelman & 
Brown, 1984, pp. xi–xii)

While the evidence base upon which these claims are 
made is rather slim, may be outdated and originates from 
a very specific setting (five cities in the USA), we judge 
reporting time to be a very promising and often neglected 
research topic, especially when the aim of the research 
is to contribute to improving police response time. How-
ever, it is difficult to accurately measure reporting time. 
We believe more research into AGDSs would provide a 
good start, as AGDSs automatically record timestamps 
for each incident (e.g., “shots fired” or “shooting”), which 
could then be compared to the reporting timestamps of 
calls-for-service in order to obtain an accurate reporting 
time. Furthermore, the only intervention tested in rela-
tion to reporting time (i.e., emergency button) showed a 
very large effect of on shortening overall police response 
time (Joslin et al., 2016).

Towards a causal model of police response time
Although the methodologies of the reviewed studies do 
not allow for causal inference, the predictor variables 
studied could well be determinants of police response 
time. In fact, for many of the predictor variables, a mech-
anism by which they influence (a component of ) police 
response time can easily be reasoned. This is most evi-
dent for travel distance and travel speed as these fully 
determine travel time, but it also applies to other predic-
tor variables.

Because most studies neglect to communicate the (per-
ceived) mechanisms, much remains unknown about the 
causal model of police response time. In order to work 
towards a causal model of police response time, we pre-
sent a first conceptualization of a causal model that con-
sists of the subcategories identified from the empirical 
literature included in this review. Appendix F depicts this 
first conceptualization in the form of a causal directed 
acyclic graph (Textor et  al., 2016). The different cat-
egories are depicted using different colors. Next to the 
subcategories we used to synthesize the literature, we 

included two mediating variables (coverage and willing-
ness to help) and one moderating variable (personal bias/
preference) in the model in order to complete the per-
ceived mechanisms in the model.

The causal model presented in Appendix F is by no 
means a finished product; it is likely underdetermined 
(e.g., regarding reporting time) and at the same time over-
saturated (e.g., because of the inclusion of very specific 
subcategories). Nevertheless, it provides a first mapping 
of the current state of the literature and could be used to 
guide future scientific inquiries into police response time 
and show how these will be related. It can be helpful in 
identifying the variables that should be controlled for 
when trying to estimate specific total, direct, or indirect 
effects of a certain (set of ) predictor variable(s) on a com-
ponent of police response time. Based on this first causal 
model, we would like to make one final recommendation:

Instead of investigating the effects of variables on over-
all police response time, we argue it is better to focus on 
a certain component of police response time. For example, 
studies that investigated the effects of human involvement 
variables on overall police response time often find very 
small to small relationships: certain communities would 
receive slightly slower or faster response times. Conclu-
sions are then drawn—though never very explicitly—that 
these findings suggest racial biases among police person-
nel. However, with the empirical designs used, it is often 
unclear whether the observed disparities are explained by 
travel speed, travel distance or handling time. Disparities 
in travel distance would have to be attributed to a focus 
on specific locations within a police jurisdiction and such 
decisions are generally not made at the level of individual 
police officers. Studies would present stronger evidence 
for racial bias among police officers if they could show 
disparities in the (mean, median or max) travel speed 
of patrol officers or call handling time of dispatchers. 
In other words, more specific causal models and analy-
ses are easier to communicate, control for confounding, 
guard for omitted variable bias and generally less suscep-
tible to noise and therefore, provide a stronger evidence 
base and contribute more to the development of the field.
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Appendix
Appendix A: flow chart
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Appendix B: included studies

Authors Pub. Year Research location Design Eval? Evaluated Study type Sampling 
technique

Bennett (2018) 40 jurisdictions 
in USA

Observational No – Sample Stratified random 
sampling

Bieck (1978) Kansas City (USA) Observational No – Sample Non-random sam-
pling

Bieck (1980a) Kansas City (USA) Observational No – Sample Non-random sam-
pling

Bieck (1980b) Kansas City (USA) Observational No – Sample Non-random sam-
pling

Blackstone, Hakim 
& Meehan

(2020) Salt Lake City (USA) Observational Yes Verified Response Population –

Blake & Coupe (2001) West Midlands (UK) Observational Yes One or two-officer car Sample Disproportionate 
stratified sampling

Boydstun et al (1977) San Diego (USA) Experimental Yes One or two-officer car Sample Random sampling

Caldwell (1971) Durham (UK) Observational No – Population –

Choi, Librett & 
Collins

(2014) Brockton (USA) Quasi-experi-
mental

Yes AGDS Population –

Cihan (2015) Houston (USA) Observational No – Population –

Cihan (2014) Houston, Dallas (USA) Observational No – Population –

Cihan, Zhang & 
Hoover

(2012) Houston (USA) Observational No – Population –

Colton (1980) San Diego (USA) Observational No – Population –

Coupe & Blake (2005) West Midlands (UK) Observational No – Sample Disproportionate 
stratified sampling

Coyne et al (2014) Country-wide USA Observational Yes Mobilizing reserve 
troops

Population –

Goldenberg et al (2019) Camden (USA) Observational Yes AGDS Population –

Isaacs (1967) Los Angeles (USA) Observational No – Population –

Joslin et al (2016) Syracuse (USA) Observational Yes Vocera badge Population –

Kayes et al (2019) Florida (USA) Observational No – Population –

Kessler (1985) Kansas City (USA) Observational Yes One or two-officer car Sample non-random sam-
pling

Larson & Simon (1979) St Louis (USA) Experimental Yes AVM Population –

Lee, Lee & Hoover (2017) Houston (USA) Observational No – Population –

Mares & Blackburn (2021) St Louis (USA) Quasi-experi-
mental

Yes AGDS Population –

Mares & Blackburn (2012) St Louis (USA) Quasi-experi-
mental

Yes AGDS Population –

Maxfield (1982) San Francisco (USA) Observational No – Population –

Mazerolle et al (2002) Dallas (USA) Observational Yes Non-emergence call 
system

Population –

Mazerolle et al (1998) Dallas (USA) Experimental Yes AGDS Population –

McEwan, Conner & 
Cohen

(1986) Garden Grove; 
Greensboro; Toledo 
(USA)

Experimental Yes Differential Police 
response

Population –

Mladenka & Hill (1978) Houston (USA) Observational No - Sample Random sampling

Mohammadi et al (2013) Sistan and Balu-
chistan (IRAN)

Observational No – Population –

Myrick et al (1979) Tucker (USA) Observational No – Population –

Pate et al (1976) Kansas City (USA) Observational No - Sample Non-random sam-
pling

Propheter (2020) Sacremento (USA) Observational Yes Presence of Urban 
sport facilities

Population –
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Authors Pub. Year Research location Design Eval? Evaluated Study type Sampling 
technique

Russo (2006) Altamonte Springs 
(USA)

Observational Yes AVL Population –

Salimbene & Zhang(2020) Northeast Texas (USA)Observational No – Population –

Spelman & Brown (1984) Jacksonville, Peoria, 
Rochester, San Diego 
(USA)

Observational No – Sample Stratified random 
sampling

Stevens, Webster 
and Stipak

(1980) York (USA) Observational No – Sample Disproportionate 
stratified sampling

Sullivan (2012) Southwest Sky (USA) Observational No – Population –

Vigoa (2010) Doral (USA) Observational No – Population –

Appendix C: data extraction form

Column name Explanation

Independent Variable (IV) Predictor variable name as presented 
in the primary study

IV dummy

IV label

IV type Predictor variable type: nominal, dichoto-
mous, ordinal or scale

IV description A description of what the predictor variable 
entails

IV reference category If nominal or ordinal: IV reference category 
is noted here

IV unit If scale: IV unit of analysis is noted here

IV transformation None, Ln

DV component Reporting, dispatch or travel time; or any 
combination

DV type The outcome variable type: nominal, ordinal 
or scale

DV unit Unit of analysis of police response time (usu-
ally min/incident)

DV transformation None, Ln

Mechanism described

Counterfactual/balancing

IV function

Study reference Authors (year published)

Source Table or page where extracted data 
was found

Correlation test Statistical test used to gage the correlation 
between IV and DV

Conclusion study The conclusion the study draws based 
on the correlational data

Column name Explanation

Sample/population Does the study concern population or sam-
ple data?

Sample space To what geographic unit does this data 
generalize?

Research design Observational/quasi-experimental/experimen-
tal

Intervention research Yes/no

Evaluated Description of what (IV) is evaluated

CAD data? Yes/no

Alternative dataset If not CAD, what then?

Sampling strategy Sampling strategy for analysis unit of analysis 
(usually CFSs)

Sample info Additional information on sampling choices 
specified

Sample priority level 1

N (sample) Sample size

Sample unit Unit of analysis

Unit scope What subset of CFSs are analyzed?

Metric Metric in which the association is expressed

Value Value of the metric

Standard error Standard error of the value of the metric

Significance p-value of the value of the metric

Date of data extraction The starting and ending day, month and year 
of data extraction

Descriptives Descriptive statistics IV such as mean, stand-
ard deviation, median, degrees of freedom 
are collected for studies using population 
data
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Appendix D: data conversion and interpretation form
See Tables 5, 6

Appendix E: Hybrid synthesis of predictor variable 
subcategory results

Table 5 Metric conversion table

Input metric(s) Condition Conversion Output metric

Population Means Population study (µpost−µpre)

µpre

% Change

Sample Means, sample standard deviations, sample 
size

Sample study (Xpost − Xpre)
(

(N−1)∗SD2post+(N−1)∗SD2pre
(N+1)+(N−1)

)

Cohen’s D

Z-statistic, sample size – 2 ∗ z√
N

Cohen’s D

t-statistic – 2 ∗ t√
N−1

Cohen’s D

Unstandardized B, standard deviations Standard deviations provided B ∗ SDpredictor variable

SDoutcome variable

Beta

Unstandardized B, Grand mean Grand mean provided B
Mean

B*

Unstandardized B Logit regression eB Odds ratio

Table 6 Metric interpretation table

Input metric Very small Small Medium Large Interpretation based on:

Cohen’s D  < , ± 0.2 [± 0.2, ± 0.5] [± 0.5, ± 0.8]  >  ± 0.8 (Cohen, 2013)

Pearson’s R  < , 0.1] [0.1, 0.3] [0.3, 0.5]  > 0.5 (Cohen, 2013)

Odds Ratio  < , 1.44] [1.44, 2.48] [2.48, 4.27]  > 4.27 Conversion from (Cohen, 2013)

% Change  < , 0.1] [0.1, 0.3] [0.3, 0.5]  > 0.5 We posit these as reasonable interpretations for % changes in police response times

B*  < , 0.1] [0.1, 0.3] [0.3, 0.5]  > 0.5 Analogous to % Change

Beta  < , 0.1] [0.1, 0.3] [0.3, 0.5]  > 0.5 Analogous to B*, under the assumption of equal standard deviations 
between the predictor and outcome variable

Category Subcategory Effect size interpretation Direction N Mean internal 
validity

Exogenous Day of the week Large None 1 3

Day of the week Very small None 7 3

Demand Large  + 1 1

Demand Medium  + 1 3

Demand Very small  + 3 3

Road type Very small − 3 3

Road type Very small None 9 3

Time of day Large None 1 1

Time of day Medium None 6 1

Time of day Small None 11 1.18

Time of day Very small None 18 1.89

Traffic Very small None 4 3

Weather type Very small  + 2 3

Weather type Very small None 4 3
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Category Subcategory Effect size interpretation Direction N Mean internal 
validity

Human involvement Caller characteristics Large None 1 1

Caller characteristics Small None 18 3

Caller characteristics Very small None 20 3

Community characteristics Large − 1 3

Community characteristics Large  + 2 3

Community characteristics medium − 3 3

Community characteristics Medium  + 1 3

Community characteristics Small − 14 2

Community characteristics Small  + 12 1.67

Community characteristics Small None 5 1

Community characteristics Very small − 20 2.7

Community characteristics Very small  + 14 2.43

Community characteristics Very small None 15 1.27

Victim characteristics Large None 1 1

Victim characteristics Medium None 1 1

Victim characteristics Small − 3 3

Victim characteristics Small None 3 3

Victim characteristics Very small − 3 3

Victim characteristics Very small  + 6 3

Victim characteristics Very small None 6 2.33

Witness characteristics Small None 1 1

Incident Incident characteristics Large None 4 2

Incident characteristics Medium − 3 1

Incident characteristics Medium None 4 1.5

Incident characteristics Small − 3 1.67

Incident characteristics Small  + 1 3

Incident characteristics Small None 2 2.5

Incident characteristics Very small − 1 3

Incident characteristics Very small  + 2 2

Incident characteristics Very small None 7 2.71

Incident type Large None 10 1.6

Incident type Medium None 16 1.25

Incident type Small None 100 1.52

Incident type Very small None 123 1.54

Innovation AGDS Medium None 4 2

AGDS Small None 2 2

AGDS Very small None 5 2

AVL Very small None 2 2

Emergency button Large None 1 2

Response unit type Medium None 2 2

Response unit type Small None 2 2

Response unit type Very small None 1 2

Kinematics Travel distance Large  + 2 2

Travel distance Medium  + 2 1

Travel distance Small  + 1 3

Travel distance Small None 3 3

Travel speed Very small  + 1 1
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Category Subcategory Effect size interpretation Direction N Mean internal 
validity

Police strategy Call priority Large − 2 3

Call priority Large  + 8 1.25

Call priority Large None 11 1

Call priority Medium − 1 1

Call priority Medium  + 1 1

Call priority Medium None 2 1

Call priority Small − 2 2

Call priority Small  + 1 1

Call priority Small None 3 1

Call priority Very small − 2 1

Call priority Very small  + 1 1

Department size Small − 2 3

Department size Very small − 2 3

Department size Very small  + 2 3

Department size Very small None 1 3

Differential response system Large None 1 1

Differential response system Very small None 3 1

Jurisdiction area size Small  + 1 1

Jurisdiction area size Very small None 3 3

No. officers per response unit Small None 4 2

No. officers per response unit Very small None 5 2

Non-emergency number Medium None 2 2

Non-emergency number Small None 1 2

Non-emergency number Very small None 5 2

On duty officers Very small None 2 3

Patrol strategy Medium − 1 1

Patrol strategy Small − 1 3

Patrol strategy Small None 5 3

Patrol strategy Very small None 9 3

Shift Small None 1 3

Shift Very small None 1 3

Workload Large  + 2 1.5

Workload Medium  + 1 1

Workload Small  + 2 1.5

Workload Very small  + 1 3

Workload Very small None 1 3
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