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Crime Science

Exploring the impact of measurement 
error in police recorded crime rates 
through sensitivity analysis
Jose Pina‑Sánchez1*  , Ian Brunton‑Smith2, David Buil‑Gil3 and Alexandru Cernat3 

Abstract 

It is well known that police recorded crime data is susceptible to substantial measurement error. However, despite its 
limitations, police data is widely used in regression models exploring the causes and effects of crime, which can lead 
to different types of bias. Here, we introduce a new R package (‘rcme’: Recounting Crime with Measurement Error) 
that can be used to facilitate sensitivity assessments of the impact of measurement error in analyses using police 
recorded crime rates across a wide range of settings. To demonstrate the potential of such sensitivity analysis, we 
explore the robustness of the effect of collective efficacy on criminal damage across Greater London’s neighbour‑
hoods. We show how the crime reduction effect attributed to collective efficacy appears robust, even when most 
criminal damage incidents are not recorded by the police, and if we accept that under‑recording rates are moderately 
affected by collective efficacy.
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Introduction
Few social phenomena are as consequential as crime. 
For example, crime is explored as a precursor of key 
constructs across all Social Science disciplines, such as 
economic growth (Detotto & Otranto, 2010), residential 
segregation (Keels et  al., 2005), academic performance 
(Boxer et al., 2020), or public health (Janke et al., 2016). 
However, one major methodological problem has, and 
continues to impact the robustness of studies explor-
ing the causes and effects of crime. Many studies are 
still largely dependent on police recorded crime data, 
which is affected by different forms of measurement 
error (Coleman & Moynihan, 1996; Lohr, 2019). Namely, 

a large share of crime fails to be counted as it remains 
unreported or undetected (Hart & Rennison, 2003; Tar-
ling & Morris, 2010), while standards of crime recording 
(rules and everyday practices) within and between police 
forces have been shown to be inconsistent (Boivin & 
Cordeau, 2011; Eterno et  al., 2016; Her Majesty Inspec-
torate of Constabulary, 2014).

The measurement error mechanisms impacting police 
recorded crime are complex, with Gibson and Kim 
(2008), Pudney et  al. (2000) and Pina-Sánchez et  al. 
(2022) showing that they are, at a minimum, systematic 
(under-estimates because of under-reporting and under-
recording that may vary across police forces/areas in 
unpredictable ways) and multiplicative (errors are pro-
portional to the underlying level of criminality), but may 
also be differential (under-reporting may be related to 
other features of the area). These types of errors are likely 
to have a substantial biasing effect in causal estimates of 
statistical models relying on police data. Yet, despite the 
problem being well-known, relatively few studies have 
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sought to adjust for its impact (see some notable excep-
tions in Levitt, 1998; Mohler et  al., 2019; Pudney et  al., 
2000).

Such paucity of crime studies exploring the impact 
of measurement error could be attributed to the lack 
of simple adjustment methods tailored to the types of 
error mechanisms seen in police recorded crime data. 
For example, adjustment methods popularised in Epi-
demiology and Econometrics, such as SIMEX (Stefanski 
& Cook, 1995) or instrumental variables (Buzas & Ste-
fanski, 1996), assume simplified forms of measurement 
error, the default being classical errors (i.e. completely 
random). The assumption of non-differentiality is also 
common in most measurement error adjustment meth-
ods, implying independence between the measurement 
error process and any other variables included in the 
substantive model of interest where the variable prone 
to measurement error is used. Whilst this assumption 
can be defended for the sake of parsimony and gener-
alisability, there is good reason to anticipate that it will 
not hold when measurement error in police recorded 
crime is considered. There is abundant research point-
ing at victims’ characteristics affecting their willing-
ness to report an incident to the police (Baumer, 2002; 
Hart & Rennison, 2003), and it could also be expected 
that these associations are also present when shifting 
from the individual to the area level. For example, Xie 
and Baumer (2019) note differences in crime report-
ing based on the proportion of immigrants in the 
neighbourhood.

Other common adjustment methods, such as multiple 
imputation (Cole et  al., 2006) or latent variable estima-
tion (Wansbeek & Meijer, 2001), are not based on simi-
larly restrictive assumptions of the error term, but instead 
require auxiliary data. This is typically in the form of a 
‘gold standard’ (i.e. error free) measure for a subsample 
of cases, or ‘repeated observations’ (a series of additional 
imperfect measures tapping into the same construct). 
Victimisation surveys have often been proposed as an 
alternative, more accurate, measure of crime. However, 
because of their small sample sizes relative to their wide 
coverage, estimates from crime surveys are generally only 
reliable at large regional levels (Rosenbaum & Lavrakas, 
1995).

In this article, we present the package ‘rcme’ (Recount-
ing Crime with Measurement Error) for R software (R 
Core Team, 2022); a user-friendly sensitivity analysis 
tool to anticipate and assess the impact of measure-
ment error in any form of regression models relying on 
police recorded crime rates. This tool allows research-
ers to incorporate the knowledge that measurement 
error in crime rates can be expected to be systematic and 

multiplicative. Beyond this, it also enables researchers 
to relax the assumption of non-differentiality (whereby 
errors are not allowed to be associated with any other 
variable included in the substantive model of interest), 
providing a more comprehensive picture of the range of 
ways that measurement error may impact the accuracy 
and precision of empirical analyses. To do this, ’rcme’ 
adjusts police recorded crime rates directly via simula-
tion of the (user-defined) expected measurement error 
mechanisms. These simulated crime rates are then fed 
into the substantive model of interest to produce a range 
of error-adjusted estimates. This approach is unique both 
in terms of its simplicity and generalisability, and can be 
deployed across different crime types, area levels, and 
empirical questions of interest.

Measurement error mechanisms present in police 
recorded crime rates
For an effective adjustment strategy, it is key to describe 
the measurement error mechanisms present in police 
recorded crime data accurately. However, a degree of par-
simony is also required if the measurement error model 
is to be generalisable. To meet the trade-off between 
internal and external validity, we focus on measurement 
error mechanisms that can be expected to: (i) be present 
between and within police forces, across jurisdictions 
and time; and (ii) lead to severe biasing effects on key 
estimates derived from regression models. In consonance 
with these criteria, we have defined the error term affect-
ing police recorded crime rates as: multiplicative, system-
atic, and differential.1

Multiplicative errors
As demonstrated by Gibson and Kim (2008) and Pina-
Sánchez et  al. (2022), the measurement error affecting 
police recorded crime is likely to be multiplicative in 

1 Gibson and Kim (2008) and Pina-Sánchez et al. (2022) also identify a ran-
dom component to the errors in recorded crime data across areas. These 
random errors might be reflective of, for example, inconsistent policing 
priorities and recording practices between police forces (Burrows et  al., 
2000; Maltz & Targonski, 2002; von Hofer, 2000) as well as technical fail-
ures (Whelan, 2021) and external political pressures (Boivin & Cordeau, 
2011; Eterno et al., 2016; Maltz, 2006). However, random errors cannot be 
simply adjusted through simulations without additional assumptions about 
the relationship between the prevalence of the measurement error and its 
biasing impact in the estimate of interest (see Stefanski & Cook, 1995), and 
generating reliable estimates of the magnitude of these errors is far from 
straightforward. Therefore, to keep our approach as parsimonious as pos-
sible, we assume that the average recording rate could only vary when asso-
ciated with the focal variable investigated as either a cause or consequence 
of crime (i.e. in the presence of differential errors). Recent work by Brunton-
Smith et al. (2023b) finds that random errors in police data account for less 
than 10% of the total variation across areas, suggesting this simplification is 
unlikely to materially impact conclusions drawn using rcme in most applica-
tions.
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form. Multiplicative errors are typically present in count 
data such as self-reported spells of unemployment (Pina-
Sánchez et al., 2016), duration data such as recalled dates 
of developmental milestones (Pickles et al., 1996; Skinner 
& Humphreys, 1999), or for any other variables bound 
from zero to infinity that tend to be right-skewed such as 
personal income (Glewwe, 2007). In these instances, the 
measurement error term, U , is seen as proportional—
rather than independent—to the unobserved true value, 
X . This is reflected by representing the observed variable, 
X
∗ , as,

This multiplicative model provides a better fit to crime 
data than the standard additive model ( X∗

= X +U).2 
The intuition is that we should expect larger errors in 
areas where crime rates are higher, and smaller errors 
where crime rates are lower. We can see how that is the 
case if we consider: (i) each crime as a different event 
with a given probability of being counted accurately; (ii) 
as a result of under-reported and under-detected crimes, 
the probability of false negatives in recording is higher 
than that of false positives; and (iii) police recorded crime 
rates are nothing more than the count of crimes recorded 
by the police for a given period and location, divided by 
population.

Systematic errors
Perhaps the most noticeable and pervasive form of meas-
urement error present in police statistics is the system-
atic under-estimation of the total number of crimes. This 
under-estimation occurs for three main reasons. Firstly, 
a decision by victims not to report some crimes to the 
police. The Crime Survey for England and Wales (CSEW) 
estimates that only around 41% of crimes are typically 
reported, with reasons for non-reporting including a per-
ceived lack of offence severity, a belief that the police will 
be ineffective at responding, and fear of reprisals (Office 
for National Statistics, 2020). Of course, this overall fig-
ure masks considerable variability between offence types 
with as many as 93% of vehicle thefts reported, compared 
with around one third of criminal damage offences and 
15% of frauds. Second, are those instances where the 
police fail to record a crime. The majority of these are 
instances where a reported incident is not recorded, 
with a recent audit of police recording practice esti-
mating that as many as 800,000 crimes reported to the 
police go unrecorded each year in the UK (Her Majesty 

(1)X
∗
= X ·U

Inspectorate of Constabulary, 2014). There is also a com-
paratively small number of police detected incidents that 
remain unrecorded and absent from official records, with 
the same HMIC audit suggesting around 3–7% of inci-
dents are incorrectly ‘no-crimed’ each year. Finally, police 
statistics also fail to record those instances where the vic-
tim is unaware of its condition or there is no direct victim 
of crime (e.g. tax fraud, drug crime) and the crime fails to 
be detected by the police (Skogan, 1977).

Differential errors
Prior research has tended to assume that measurement 
errors affecting crime data are non-differential (Gib-
son & Kim, 2008). For the simple case of measurement 
error affecting a single explanatory variable in a model 
of with response variable, Yi, this can be expressed as, 
E(Yi|X

∗

i
,Xi) = E(Yi|Xi).3 However, depending on the 

research question of interest, this assumption may not 
hold. For example, using the International Crime Victim-
ization Survey, Estienne and Morabito (2016) found that 
economic inequality is negatively associated with report-
ing crime to the police.

In Eq.  2, we show how differential errors can be 
reflected in our measurement error model  - again, 
assuming that the error-prone variables is used as an 
explanatory variable. We do so by disentangling the 
measurement error term in two parts: (i) the systematic 
error R (i.e. the average recording rate); and (ii) the asso-
ciation between the measurement error term and the 
response variable of the substantive model of interest, Yi , 
with D representing the strength of that association,

Lastly, we constrain the possible values of Ui to a zero 
to one interval. This is equivalent to considering that 
none of the error mechanisms will lead to overestimates 
of crime in police recorded data, nor will they push the 
recording rate to non-sensical negative values. To ensure 
that such hard constraints can be held regardless of the 
dispersion of recording rates across areas and strength of 
differential errors, we estimate Eq. 2 with a binomial link 
function.

‘rcme’: recounting crime with measurement error
The ‘rcme’ sensitivity tool is designed to explore the 
robustness of estimates obtained from regression mod-
els where police recorded crime rates are used. This is 
achieved by the following four steps:

(2)Ui = R+ DYi

2 This was tested for property crimes measured at police force area level 
in England and Wales and homicides measured at the State level in the US 
by Pina-Sánchez et  al. (2022); and for car theft, theft from car, burglary, 
attempted burglary, robbery, and assault and threat cases, measured at the 
country level in the US by Gibson and Kim (2008).

3 More generally, for any kind of model including any number of explana-
tory variables, non-differentiality holds true when, σU,ε = 0 , where ε repre-
sents the substantive model’s error term, and σU,ε represents the covariance 
between the measurement and the substantive model’s error terms.
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i) Estimate the substantive model of interest using 
police recorded crime rates, and retrieve the key esti-
mate of interest, which we call the ‘naïve estimate’.

ii) Simulate the likely measurement error term, U  , by 
identifying a range of plausible values represent-
ing the expected proportion of experienced crimes 
that were recorded by the police, R , and another 
range of plausible values representing the associa-
tion between the recorded rate and the key variable 
of interest considered as either the cause or effect of 
crime rates, D.

iii) Calculate a series of adjusted police recorded crime 
rates obtained after dividing the original police 
recorded crime rates by the range of values implied 
by the measurement error term as derived from step 
2.

iv) Re-estimate the substantive model using each of the 
adjusted crime rates derived from step 3, and report 
the range of adjusted values for the estimate of inter-
est.

‘rcme’ has been implemented within the R programme 
language (R Core Team, 2022) and can be downloaded and 
installed directly from Github (devtools::install_
github("RecountingCrime/rcme"). The package 
provides a series of functions to facilitate the calculation 
of adjusted crime rates based on the choice of a range of 
values for recording rates and differential errors,4 and to 
visualise the adjusted estimates of interest.

Selecting measurement error values
The selection of plausible values for the expected errors 
present in police recorded crime rates is essential for 
ensuring the sensitivity analysis is appropriately cali-
brated. Ideally, these should be based on previous stud-
ies in the literature, auxiliary data, or derived from expert 
opinions (Gosling, 2018). Most often, however, users will 
only be able to provide an educated guess, which is why 
we suggest a series of rules of thumb aiming to simplify 
this process.

First, when deciding on the average recording rate, R , 
it should be remembered that this can vary widely across 
crime types (Tarling & Morris, 2010), countries (Estienne 
& Morabito, 2016), and over time (Xie, 2014). Hence, it 
should be considered how well estimates from the litera-
ture, experts, or auxiliary datasets, can be ‘transported’ 
to the study in question where the sensitivity analysis 
is to be employed, and use wider or narrower ranges of 
recording rates accordingly.

Figure  1 provides an overview of the variability of 
recording rates across crime types and time for the case 
of England and Wales. These rates are derived as the ratio 
between the number of crimes recorded by the police 
and those estimated in the Crime Survey for England 
and Wales. We can see the expected differences across 
crime types, with criminal damage being less commonly 
recorded, but also some substantial changes across time.

The selection of plausible values for differential errors 
is significantly more challenging. As for the case of sys-
tematic errors, the presence of differential errors could 
be expected to vary by crime type, time, and jurisdiction; 
but more importantly, they will vary widely depending on 
the focal variable and the set of controls included in the 
substantive model of interest. To reflect this uncertainty, 
we suggest considering a wide range of differential errors 
covering both positive and negative associations between 
recording rates and the focal variable.

Fig. 1 Recording crime rates in England and Wales from 2011/12 to 2018/19

4 The type of sensitivity analysis through simulations advocated here could 
also be undertaken outside R by following the considerations regarding the 
reconstructing of the measurement error term described in the previous 
section. See also Gallop and Weschle (2019), who provide a blueprint for 
the simulation of a wider range of non-random types of measurement error.
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‘rcme’ requires users to specify the magnitude of the 
differential errors as a risk ratio. This reflects the multi-
plicative form of the error mechanism and has the effect 
of increasing or decreasing the magnitude of the average 
recording rate proportionally to the identified predictor 
variable. For example, a risk ratio of 1.1 would increase 
the recording rate across areas by 10% for a one-unit 
increase in the focal variable.5 By default ‘rcme’ uses 
a range 0.9 to 1.1 risk ratios, but we encourage users to 
explore the literature in search for evidence regarding 
associations between the focal variable and recording or 
reporting rates. Even if the evidence available does not 
match the specific settings of their study (i.e. even if find-
ings from the literature are not perfectly transportable 
as they are based on different crime types or area levels), 
this information could still be used to place more empha-
sis on the possible direction of any hypothetical differen-
tial error mechanism.

Application: exploring the robustness of the effect 
of collective efficacy on crime
We illustrate the value of sensitivity analysis using ‘rcme’ 
with an examination of the crime reducing effect of col-
lective efficacy. Collective efficacy is a widely studied 
concept in Criminology, understood as the combination 
of ties between local residents with a willingness to inter-
vene to prevent crimes (Mazerolle et al., 2010; Sampson 
& Wikström, 2008; Sampson et al., 1997). Here, we exam-
ine its effect on criminal damage rates (per 1000 resi-
dents) in 2011, across Middle layer Super Output Areas 
(MSOAs) in Greater London ( N = 982 ). MSOAs contain 

any young people here are causing trouble, people will 
tell them off’, ‘people call the police if someone is act-
ing suspiciously’ and ‘if I sensed trouble, I could get help 
from people who live here’ (CFI = 0.905, TLI = 0.841, 
RMSEA = 0.139). Our measure of collective efficacy in 
MSOAs is the area weighted average of individual latent 
scores. We also include three control variables that are 
commonly considered in the literature: the percentage 
of unemployed residents, percentage of white British 
residents, and the median age. These controls are also 
extracted from the 2011 Census.

In the first step in our assessment of the robustness of 
the effect of collective efficacy to measurement error, we 
estimate a linear model using ordinary least squares, with 
all the explanatory variables standardised. We call this 
the ‘naive’ model:

5 It is generally advisable to standardise continuous variables suspected 
to be prone to differential errors prior to their inclusion in the model to 
facilitate comparisons, so a one-unit increase in the focal variable always 
corresponds to a one standard deviation change, regardless of the unit of 
measurement used.

between 5000 and 15,000 residents, or 2000–6000 house-
holds, and are often used as a measure of neighbour-
hoods in England and Wales.

Crime counts are accessed from data.police.uk and 
converted to rates using residential population counts 
taken from the 2011 Census. Collective efficacy is derived 
from the Metropolitan Police Service Public Attitudes 
Survey 2011–2013. Specifically, we use a confirmatory 
factor analysis model including the following items: ‘peo-
ple in this area can be trusted’, ‘people act with curtesy 
to each other’, ‘people take pride in their environment’, ‘if 

Table 1 Results for the naïve model (unadjusted) exploring the 
effect of collective efficacy on criminal damage rates

Predictor Estimate 95% CI p-value

(Intercept) 2.71 (2.62, 2.78) < 0.001

Collective efficacy − 0.26 (− 0.37, − 0.16) < 0.001

% Unemployed 0.33 (0.20, 0.45) < 0.001

% White British 0.29 (0.18, 0.41) < 0.001

Median age − 0.26 (− 0.37, − 0.15) < 0.001

R2 0.17

N 982

lm(criminal_damage ~ collective_efficacy + unemployment +
white_british + median_age, 
data = example)

Table 1 reports the results from this model. We observe 
the expected negative association identified in the lit-
erature. Specifically, in MSOAs where collective efficacy 
is one standard deviation higher, criminal damage rates 
are 0.26 lower than in the average London MSOA. This 
is a statistically significant association, however the effect 
size is relatively modest if we take into consideration that 
the average criminal damage rate in our sample is 2.71 
(per 1000 residents).

The second step of ‘rcme’ is crucial. It is here that the 
user defines the range of plausible values of systematic 
and differential errors. In Fig.  1, we saw how recording 
rates for criminal damage in England and Wales var-
ied from roughly 25% in 2011/12 to 45% in 2018/19. We 
use the same range of values for our sensitivity analysis, 
noting that this is wide enough to be likely capturing 
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the true but unobserved recording rate in our study. We 
also expect that with our study using data from 2011 it 
is more likely that the true recording rate is closer to the 
lower end of that interval.

We are less certain about the magnitude of the dif-
ferential error. However, there are theoretical grounds 
to expect that crime reporting is positively associated 
with collective efficacy, since social trust and willingness 
to collaborate with the police are specific items used in 

these default values in context, for the case of an aver-
age recording rate of 45%, a risk ratio of 1.1 means that 
recording rates in MSOAs with collective efficacy one 
standard deviation higher than the average are 49.5% (e.g. 
10% higher than the average recording rate).

To pass on the range of values considered and calculate 
the adjusted crime rates (step 3) and adjusted estimates 
(step 4) we can use the command rcme_out().

Fig. 2 Possible values for the ‘true’ effect of collective efficacy on criminal damage in the presence of different ranges of systematic (0.25 to 0.45 
recording rates) and differential (0.9 to 1.1 risk ratios) errors affecting police recorded crime rates

me <- rcme_out(formula = "criminal_damage ~ collective_efficacy +
unemployment + white_british + median_age”,
data = example,
focal_variable = “collective_efficacy”,
R = c(0.25, 0.35, 0.45),
D = c(0.9, 0.95, 1, 1.05, 1.10))

the measurement of collective efficacy. This intuition 
has been empirically corroborated in the literature. For 
example, at the individual level, Hart and Colavito (2011) 
reported a positive association between collective effi-
cacy and crime reporting amongst US college students, 
while at the Community Safety Partnership level, Brun-
ton-Smith et  al. (2023a) report a similar positive asso-
ciation between collective efficacy and crime recording. 
Yet, the precise magnitude of this positive association is 
far from certain, so we choose to retain the default ‘rcme’ 
values of 0.9–1.1 risk ratios, with the expectation that if 
present, differential errors in our study are more likely 
going to be positive (i.e. recording rates will be higher in 
areas with more collective efficacy) than negative. To put 

To visualise the range of adjusted estimates obtained for 
the combination of systematic and differential errors con-
sidered, we can use the command rcme_sim_plot(). 

rcme_sim_plot(me)

The resulting visualisation is shown in Fig.  2, where 
the three panels show each of the recording rates consid-
ered, the horizontal axis covers the range of differential 
errors, the vertical axis indicates the estimated effect of 
collective efficacy on criminal damage under such meas-
urement error conditions, and the black dot indicates the 
naïve estimate for comparison.
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We can see that the range of possible estimates wid-
ens when recording rates are lower. In those instances, 
results are more sensitive to the value attributed to dif-
ferential errors. However, we can also see that under 
most scenarios, the effect of collective efficacy appears 
to have been underestimated. Specifically, such down-
ward bias is stronger in the scenarios that we noted as 
most likely, low recording rates and positive differential 
errors, suggesting that the crime prevention effect has 
been underestimated. Even if we consider that recording 
rates and collective efficacy are independent, for an aver-
age recording rate of 25% we would have underestimated 
the effect of collective efficacy on crime reduction by a 
factor of roughly four.

Discussion
For decades (Biderman & Reiss, 1967; Skogan, 1977), 
if not centuries (de Candolle, 1830[1987]), it has been 
known that official crime records do not provide an 
accurate representation of the true extent of crime; with 
a substantial proportion of crimes failing to reach the 
attention of the police, and standards of crime record-
ing varying substantially within and between police 
forces. However, whilst the limitations of police data 
are widely acknowledged, empirical assessments of the 
impact of such large measurement errors remain rare. As 
a result, the veracity of the existing evidence is unclear. 
In other words, studies that rely on police recorded sta-
tistics might be severely biased (Pepper et al., 2010; Pina-
Sánchez et al., 2022).

The problem of measurement error is not unique to 
crime data, and a number of different adjustment meth-
ods are regularly used in other disciplines including Epi-
demiology, Biostatistics, Economics and Psychology. 
However, many of the methods that have been proposed 
in those disciplines cannot be readily adopted to adjust 
for the types of measurement errors present in police 
recorded crime rates, which are affected by multiple, and 
to some extent, non-conventional, measurement error 
mechanisms (Gibson & Kim, 2008; Pina-Sánchez et  al., 
2022).

‘rcme’ is a sensitivity analysis tool designed to enable 
researchers to explore the extent to which causal esti-
mates derived from regression models where police 
recorded crime rates are used can be biased as a result 
of the measurement error mechanisms typically seen in 
that data. ‘rcme’ works by simulating plausible ranges for 
the effects of the types of error seen in police recorded 
crime rates, with the specific values defined by the user. 
Importantly, since the focus of the adjustment is on the 
police data itself, rather than on the estimation method, 

it can be applied to any modelling setting. That is, across 
all types of regression models, regardless of the response 
and explanatory variables considered, or where in the 
model police recorded crime rates are to be introduced.

By applying this sensitivity tool to a typical research 
question commonly explored in the crime literature, 
we have illustrated the extent to which the evidence 
base might be biased, but also that the magnitude of the 
problem is context dependent. Specifically, our example 
showed that a typical study exploring the role of collec-
tive efficacy in reducing criminal damage using a linear 
model will likely underestimate the true effect of collec-
tive efficacy substantially. Further examples consider-
ing different types of models, crime types, and concepts 
widely explored as either precursors or consequences of 
crime can be found in our project website (www. recou 
nting crime. com/ works hops/).

‘rcme’ has the potential to make assessments of the 
sensitivity of results to the presence of measurement 
error routine in the study of crime. However, as with all 
such tools, the usefulness of the results stems from the 
precision with which the presence of different types of 
measurement error can be anticipated. The effectiveness 
of the sensitivity assessment will be proportional to our 
knowledge of the underlying measurement error mecha-
nisms. It is therefore crucial that future research sheds 
light on the forms and prevalence of measurement error 
present in police data.
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