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Spatial distribution and developmental 
trajectories of crime versus crime severity: 
do not abandon the count-based model just yet
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Abstract 

Purpose/background: A new body of research that focuses on crime harm scores rather than counts of crime 
incidents has emerged. Specifically in the context of spatial analysis of crime, focusing on crime harm suggests that 
harm is more concentrated than counts, at the level of crime hot spots. It remains presently unclear what drives the 
concentration distributions, and whether the count-based model should be abandoned.

Methods: Cross-sectional and longitudinal analysis of 6 year of spatiotemporal crime data in Toronto, Canada, to 
compare patterns and concentration of crime harm (measured in terms of the Crime Severity Index (CSI) against 
crime counts. Conditional probabilities, trajectory analyses, power few concentrations, and spatial Global Moran’s I are 
used to infer generalised trends from the data.

Findings: Overall CSI and crime counts tend to exhibit similar concentrations at the spatial micro levels, except 
against-the-body crimes such as violence which seems to drive nearly all the variations between the two measure-
ment types. Violence harm spots tend to be more dispersed citywide and often do not remain constant year-to-year, 
whereas overall crime hotspots are more stable over time. Nevertheless, variations in disproportionally high crime 
hot spots are associated with total variations in crime, with as little as 1% increase in crime levels in these hot spots 
translating into substantial overall gains in recorded crime citywide.

Conclusions: Abandoning count-based models in spatial analysis of crime can lead to an incomplete picture of 
crime concentrations. Both models are needed not just for understanding spatial crime distributions but also for cost-
effective allocation of policing resources.
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Introduction
Crimes are non-random events, distributed unevenly 
in space and time. Dubbed “the law of crime concentra-
tion” by Weisburd (2015); see also Weisburd et al., (2012), 
a small percentage of geospatial units account for an 

outsized proportion of counted crimes in both urban and 
nonurban settings (e.g., 5% of street segments account 
for 50% of crimes). Moreover, this power law distribu-
tion exhibits marked temporal stability, with high crime 
locales present year-on-year (Andresen et  al., 2017a, 
2017b; Groff et  al., 2010; Weisburd et  al., 2004; but cf. 
Weinborn et  al., 2017). Importantly, while traditional 
place-based analyses of crime have focused on macro and 
meso-geographic units of analysis, the “criminology of 
place” (Sherman et Al., 1989; Weisburd et al., 2012) pri-
oritizes micro-places such as street segments between 
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intersections, specific addresses, or specific “risky” 
facilities.

While the criminology of place has altered discus-
sion parameters within criminological circles, a growing 
and largely unexamined line of research has argued that 
focusing solely on counts is an imprecise and ineffective 
practice (Sherman, 2013:422): “all crimes are not created 
equal; some crimes cause horrible injuries and deaths. 
Others cause scant harm to anyone.” With ever-shrinking 
police budgets, not all crime can (or should) be policed 
equally. Indeed, a triage approach which prioritizes high 
severity crimes over low severity crimes is required. 
Moreover, given the robustness of the criminology of 
place, it may be time to shift from a count-based hot 
spots model to a model which incorporates harm spots 
into the existing framework. It is important to note that 
is not universally held as while crime harm is established 
in the UK and US, this is not necessarily the case in parts 
of Europe.

However, this call to shift our focus from a count-based 
model—in which all crime types are given the same 
weight—to a policy that is sensitive to the harm caused 
by a crime, has largely remained unanswered. In this 
paper, we answer the call for more research that focuses 
on crime harm over crime counts, specifically in the 
context of place-based criminology. We assess the spa-
tial concentration of crime counts versus crime harm in 
Toronto, Canada.

The purpose of this study is threefold. First, we seek to 
replicate study comparing the spatial concentration of 
crime counts and crime harm outside the United King-
dom to test the generalizability of these findings. Our 
study adds to this emerging literature by observing crime 
trends within hexagonal tessellations as its spatial unit of 
analysis no longer than 124 m long—as opposed to much 
larger spatial units (e.g., Massey et  al., 2019). To esti-
mate crime harm, we utilize the Canadian Crime Sever-
ity Index (CCSI; see Hiltz et al., 2020) to assign weights 
to the crime categories in our data. For the purposes of 
study, it is important to note that crime harm and crime 
severity are the same concept. Second, we seek to com-
pare, via trajectory analysis, the spatial concentration of 
crime hot spots and harm spots over time at the aggre-
gate level and across crime types. The literature on spatial 
concentrations of crime demonstrates the importance 
of examining individual crime types (see Andresen, 
2007; Weisburd & Mazerolle, 2000). This, however, has 
not been applied to crime harm. As a natural extension 
of both the crime and place and crime harm literatures, 
we conduct our analyses in a number of dimensions 
of crime: violent crime, auto-theft, burglary, robbery, 
and theft. Finally, as the temporal patterns of crime are 
understudied, specifically in the context of hot spots, 

we highlight their significance in the study using a novel 
measurement of temporal crime harm trends.

Literature review
Concentration of crime in micro‑places
In one of the first examinations of crime patterns at the 
micro-spatial level, Sherman et  al. (1989) found that 
1.2%, 2.7% and 2.2% of addresses and intersections in 
Minneapolis accounted for 50% of rapes, motor vehicle 
thefts and robberies, respectively. Following this, Weis-
burd et  al. (2004) reported that 50% of crime incidents 
occurred in 4.5% of street segments in Seattle. These 
results appear to be ubiquitous (Eck et al., 2017; Lee et al., 
2017). In Canada, Curman et al. (2014) attempted to rep-
licate Weisburd et al. (2004) and found that 7.8% of street 
segments and intersections in Vancouver accounted for 
60% of the city’s crime. More recently, Andresen et  al. 
(2017a) and Andresen et  al. (2017b) have demonstrated 
that disaggregated crime types (assault, burglary, rob-
bery, etc.) are highly concentrated in space with stable 
trajectories across time, and that property crimes are 
highly concentrated in a small percentage of street seg-
ments but demonstrate spatially stable trajectories in the 
most recent years.

Given the consistency of these findings, Weisburd 
(2015) has proposed an empirical principle which 
explains the spatial distribution of crime at micro-levels: 
the law of crime concentration. This law stipulates that 
“for a defined measure of crime at a specific micro-geo-
graphic unit, the concentration of crime will fall within a 
narrow bandwidth of percentages for a defined cumula-
tive proportion of crime” (Weisburd, 2015:138). We note 
that an Auerbach or Zipf distribution is expected with 
these datasets, but the contribution of this law of con-
centration is the tight bandwidth in which crime concen-
trates in small areas of land called hot spots.

Concentration of harm in micro‑places
According to Greenfield and Paoli (2013:864), “neither 
criminology nor the adjacent social sciences have made a 
serious effort to systematically identify, evaluate or com-
pare the harms associated with different crimes.” This is 
particularly the case in place-based analyses of crime and 
disorder (Macbeth & Ariel, 2019).

While many were never put to use for practical and 
theoretical purposes, there are several methods of meas-
uring crime harm. These include measuring the moral 
culpability of an offender (Hall, 1960); calculating the 
“true” cost of crime (Brand & Price, 2000; Cohen & 
Bowles, 2010; see more broadly; weighting each offence 
based on the average sentence meted out to offenders 
(Wallace et  al., 2009); and applying gravity score guide-
lines (Ratcliffe, 2015). A UK-based model, Sherman et al.’s 
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(2016) Cambridge Crime Harm Index (CHI), which is 
based on the sentencing guidelines of England and Wales. 
The CHI reflects the recommended number of days of 
imprisonment for first time offenders without extraordi-
nary circumstances accused of a crime. CHI systems that 
rely on sentencing guidelines have been used in several 
jurisdictions (e.g., Andersen & Mueller-Johnson, 2018; 
House & Neyroud, 2018; Mitchell, 2019; Ransley et  al., 
2018; see also the Home Office 2019 for comparison).

Despite the growing popularity of crime harm indices 
(e.g., Andersen & Mueller-Johnson, 2018; Bland & Ariel, 
2020; Carter et al., 2021; Frydensberg et al., 2019; Link & 
Losel, 2022; Simon & Kichova, 2020; see also review in 
Ashby, 2018, but cf. critique in Sarnecki, 2021), the list 
of studies examining crime harm remains short. Wein-
born et al. (2017) compared the spatial concentration of 
crime counts and crime harm in Birmingham, UK. The 
authors generated “harm spots” using Sherman et  al.’s 
(2016) CHI to weight crime incidents. The results of this 
analysis indicated that harm-weighted crime is more 
concentrated than raw crime counts. The authors found 
that 50% of crime events were concentrated in 3% of all 
street segments, whereas 50% of harm was concentrated 
in only 1% of street segments. Based on these findings, 
crime harm is more likely than crime counts to adhere 
to Weisburd’s (2015) “law of crime concentration”. How-
ever, Fenimore (2019), examining crime counts and harm 
in Washington, D.C., found that counts and harm were 
equally concentrated in space, which may be indicative of 
the types of crimes that are more prevalent in the study 
locations: harm is driven by either the infrequent but 
more serious crime categories (e.g., against-the-person 
crime categories in the night-time economy) or low-level 
harm but voluminous categories (e.g., theft from person 
in the rail environment). Nevertheless, the benefits from 
using a recording system that is sensitive to the harm 
caused to society, rather than a binary measure of crime, 
are well noted (Sherman, 2020).

Present study: comparing hot spots and harm 
spots using the Toronto spatiotemporal crime 
harm index
While the scholarly literature on crime at place and crime 
harm is robust, there are several gaps which this study 
seeks to fill. In particular, we know very little about the 
developmental trajectory of crime harm at micro-places. 
To this extent, it is unclear whether high harm micro-
places remain as such year-on-year. Moreover, we com-
pare the spatial concentration of crime counts and crime 
harm. Crucially, the scholarly literature is bereft of stud-
ies comparing the spatial concentration of crime hot 
spots and harm spots over time at the aggregate level and 
across crime types. As such, we seek to understand the 

developmental trajectory of crime types by crime count 
and harm. Finally, we attempt to demonstrate the util-
ity of bespoke hexagonal tessellations as a spatial unit 
of analysis comparable to street segments (Weisburd & 
Amram, 2014).

Methods
Settings
The city of study is Toronto, the provincial capital of 
Ontario. The city covers 630  km2 (243 square miles) and 
has a shoreline of 46  km on Lake Ontario. Toronto is 
comprised of 140 neighbourhoods within six boroughs: 
Downtown Toronto, East York, Etobicoke, North York, 
Scarborough and York, home to approximately 6.3 M res-
idents in the greater Toronto region who earn approxi-
mately $104,000 p.a., but with 20.2% low-income families 
in the City of Toronto (www. toron to. ca, 2022). To contex-
tualize the crime levels in the city of study, according to 
official statistics in Canada (Statistics Canada, 2020), the 
census metropolitan areas with the lowest crime sever-
ity indices (CSIs) were Québec (42.1, out of a benchmark 
of 100), Saguenay (43.9) and Barrie (44.9), followed by 
Toronto (46.2), Trois-Rivières (47.7), Sherbrooke (47.8) 
and Ottawa (48.3).

Data and procedures
Crime counts
This study uses data from the Toronto Police Service’s 
Open Data Portal. Two datasets are used and juxta-
posed for the purpose of the analyses: the Major Crime 
Indicator (MCI) dataset and the Toronto Police Homi-
cide dataset. The MCI dataset contains data from crimes 
occurring between 2014 and 2019 and covers five crime 
categories: assault, auto-theft, burglary, robbery and 
theft. These crime categories are aggregates, grouping 
49 different offences (see Additional file  1: Materials S1 
for a full list). From a GIS perspective, the crime loca-
tion occurrences are deliberately offset to the nearest 
road intersection to protect the privacy of the individuals 
involved in each event. The second dataset is the “Homi-
cide ASR RC TBL 002” dataset, which included all homi-
cides from 2004 to 2019.

As the MCI dataset is recorded at the “offence and/or 
victim” level, there may be multiple rows in the dataset 
for each victim present at each crime event. These dupli-
cate rows inflate crime counts within each MCI by meas-
uring raw counts of occurrences as opposed to distinct 
counts of occurrences. All were reduced to a single inci-
dent by deleting rows with a duplicate crime event ID. 
Furthermore, as the MCI data were comprised of crime 
events occurring between 2014 and 2019, the homi-
cide data, which ranged from 2004 to 2019, was filtered 
to remove all pre-2014 homicides. These datasets were 

http://www.toronto.ca
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merged into a single file, with homicides being added 
to the assault MCI. This aggregate crime category was 
renamed “violent crimes”. In total, we counted 180,867 
offences in this dataset, or roughly 30,000 recorded 
crimes per year.

Crime severity index
Next, the study utilizes the Canadian Crime Severity 
Index (CSI) to assign severity weights. Whereas Sherman 
et  al.’s (2016) Cambridge Crime Harm Index (CHI) cal-
culates a severity score from baseline or “starting point” 
sentences established by the English-Welsh sentencing 
guidelines, CSI weights are based on the violation’s incar-
ceration rate, as well as the average length of prison sen-
tence handed down by criminal courts in all Canadian 
provinces and territories. To create a severity weight for 
a specific offence, the incarceration rate for the offence 
is multiplied by the mean sentence length. Weights are 
based on the five most recent years of available sentenc-
ing data, and are updated every five years in order to 
account for changes in sentencing patterns. The most 
recent update was carried out in 2018 and is utilized by 
this study.

Overall, there were 49 offence types across the five 
MCIs for which a CSI score was available. The weakest 
sanction was “Assault—Level 1”, which possessed a sever-
ity weight of 26.39 prison days. “Murder 1st Degree”, the 
most serious offence, yielded an average of 7656.16 days 
in prison.

Spatial unit of analysis and geospatial procedure
Studies of developmental trajectories (Andresen et  al., 
2017a, 2017b; Groff et  al., 2010) have used street seg-
ments as spatial units of analysis. While adequate as 
geospatial units, street segments have two glaring limita-
tions: variable size and data loss. First, the length of street 
segments within a centerline map is inconstant and based 
on features of the physical geography. As a result, larger 
street segments may capture more crimes than smaller 
street segments. Second, street segments omit crime 
events that take place at intersections. The resultant 
level of non-random data loss can be considerable, such 
that analyses capture an incomplete picture of crime at a 
place.

To overcome the shortcomings of a street segment-
based approach, the present analysis employs cus-
tom-generated “hexagonal tessellations” of the City of 
Toronto. The concept of a hexagon is an elementary pillar 
of Euclidian geometry: a shape on a flat surface with six 
equal straight sides and six equal angles. Our reasons for 
preferring six-sided areas are two-fold: (1) mitigating the 
“border issue”, and (2) reducing variance in surface area. 
According to Zhang et  al. (2012), the border issue is a 

methodological flaw in which specific occurrences clus-
ter around geospatial borders due to the use of adminis-
trative boundaries. A custom hexagonal layer overcomes 
this issue by creating sub-areas to capture spatial varia-
tions in offences while minimizing classification prob-
lems. Second, the use of custom-generated hexagons 
reduces differences in surface area that are present when 
using census-based administrative zones.

Developments in digital analysis now allow anyone 
to design their own borders of urban areas, with differ-
ent numbers of hexagons of widely varying sizes. Rather 
than accepting the limitations of areas drawn for historic 
reasons of administrative data collection, analysts can 
deploy computer programs to break down a city into 
equally sized hexagons. These allow crime analysts to be 
more sensitive to the needs of operational decision-mak-
ing, especially the allocation of scarce resources in differ-
ent micro-areas.

We initially subdivided the City of Toronto into 65,170 
hexagons by using the method of “tessellation” or til-
ing, in which an arrangement of shapes is closely fitted 
together in a repeated pattern without gaps or overlap-
ping. These hexagonal zones were 124.08  m (side-to-
side), with a combined surface area of 10,000 square 
metres. This specific size was randomly selected. How-
ever, because the layer was clipped to the City of Toronto 
municipal boundary, not all hexagons were uniform. Our 
data were subsequently joined to this layer using the Spa-
tial Join feature in ArcMap software.

We note that a risk of using this aggregate layer is that 
a number of hexagonal tessellations would cover areas 
where crime is unlikely to occur due to a lack of human 
activity (e.g., lakes or industrial zones). This would inflate 
the zero term, as there would be an artificially higher 
number of hexagons with no reported crimes during the 
study period. In order to reduce zero inflation, all hex-
agonal zones that did not intersect with a linear road 
feature were removed. This was done via a spatial selec-
tion in ArcMap and produced a reported data loss of less 
than 1% for each MCI. Following this procedure, a total 
of 51,673 hexagons remained (or 79.3% of all hexagons). 
These hexagons were each 124 m long, balancing granu-
larity and sufficient sample sizes per unit.

Analytic approach
Aside from standard descriptive statistics which sum-
marize spatial and temporal crime trends, we employ 
k-means longitudinal clustering to identify the tra-
jectory of hexagonal subgroups based on their crime 
count and crime severity. Originally conceived by Cal-
inski and Harabasz (1974), k-means is a non-paramet-
ric statistical technique used to analyze longitudinal 
data with the goal of identifying clusters of cases that 
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share similar traits (Genolini & Falissard, 2010). Unlike 
group-based trajectory modelling (Groff et  al., 2010; 
Nagin & Land, 1993; Weisburd et  al., 2004; Wheeler 
et al., 2015), k-means longitudinal does not require data 
to fit a specific distribution and is better able to accom-
modate larger counts.

More specifically, k-means is a hill-climbing algorithm 
belonging to the Expectation–Maximization (EM) class 
of algorithms. EM algorithms initially assign each obser-
vation to a cluster, then progress towards optimal clus-
tering by recomputing each cluster and moving each 
observation to its “nearest cluster” (Genolini & Falissard, 
2010). This is repeated until no further changes occur in 
the clusters.

All trajectory models were constructed in R using the 
KmL package to estimate k-means longitudinal clusters. 
An unsettled problem with k-means is the need to know, 
a priori, the number of clusters. We mitigate this limita-
tion by using the Calinski criterion to evaluate the vari-
ous trajectory solutions and identify the optimal number 
of trajectory groups for each crime type. As such, the 
models in this study possess four to six trajectories befit-
ting their optimality. The Calinski criterion is a rela-
tive metric that compares the different group solutions. 
Importantly, the criterion used in our trajectory models 
was constructed for both the total crime count and total 
crime severity, for each of the five MCIs. There were 
twelve models in total, with four to six trajectories in 
each model.

To summarize, our first analysis consists of spatial 
crime concentrations measured for crime count and 
severity, and considering the full extent of hexagonal tes-
sellations with and without a recorded crime and with 
only a recorded crime. Second, we conduct trajectory 
analyses of crime count and severity at hexagons and vis-
ualize the results to find differences at the aggregate level 
and across crime types.

Findings
Descriptive results
Figure 1A and b present the year-on-year percentage dis-
tributions of each MCI for crime count and crime sever-
ity, respectively (see Additional file  1: Materials S2 for 
the full breakdown). Violent offences are the most fre-
quently occurring counted crime, comprising 49–54% of 
all crimes in a given year. Burglaries are the second most 
frequently occurring counted crime, comprising 22–25% 
of all crimes across the time series. In general, there is a 
marked consistency in the distribution of counted MCIs 
from 2014 to 2019. It is important to stipulate that this 
data does not include theft under which generally consti-
tutes an outsized proportion of crime reported to Cana-
dian police forces.

Nevertheless, crime severity exhibits a very different 
pattern. Violent crime and burglary are interchangeable, 
competing for the highest severity MCI across the time 
series. Violent crime accounted for 28% to 35% of crime 
severity in a given year, while burglaries ranged between 
28 and 34%. Curiously, the crime count and severity of 
violent crime are not proportional as the weighted sever-
ity exceeds the number of counted crimes relative to 
other MCIs. This can be attributed to murders as they 
represented 794 counted crimes over the time series but 
produced a total severity of 3,299,805. Put differently, 
murders made up 0.86% of all counted crimes in the 
violent crime MCI but accounted for 34.4% of the total 
severity.

Spatial distribution of crime count and crime severity
Figure  2A and b present the year-on-year spatial con-
centration of crime count and crime severity at hexa-
gons in Toronto by quartiles. Examined across the time 
series, Toronto demonstrates a tight bandwidth of per-
centages for hexagons accounting for 25%, 50%, 75%, 
and 100% of both crime count and crime severity. These 

Fig. 1 a Year-on-Year MCI Count Distribution. b Year-on-Year MCI Severity Distribution
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percentages do not vary substantially between 2014 and 
2019. For example, 50% of counted crimes occurred in 
0.56% to 0.58% of hexagons in a given year, whereas 50% 
of crime severity occurred in 0.32% to 0.36% of hexagons. 
It is clear from these findings that crime severity is more 
spatially concentrated than counted crime as computed 
with MCI data, with an approximately 32–37% change 
between count and harm model. Within the first, second 
and third quartiles, crime severity is more spatially con-
centrated relative to crime count.

Figure  3a and b present the spatial concentration of 
crime count and severity at hexagons for each MCI in 
quartiles. Crime count and crime severity are equally or 
near equally spatially concentrated at all quartiles across 
auto-theft, burglary, robbery, and theft. However, the 
crime severity of violent crime is more concentrated in 
space relative to crime count.

It may be assumed that a lower overall percentage of 
street segments with crime equates to greater micro-level 
clustering. However, percentage distributions, while use-
ful for validating the law of crime concentration, should 
be cautiously considered when the total number of 

crimes in given year is exceeded by the total number of 
spatial units within the study. By definition, such crimes 
*must* have a high degree of “concentration” because 
there are fewer criminal events than there are spatial 
units. This caveat is applicable here as, with the excep-
tion of the total number of violent crimes (n = 92,526), 
the total number of spatial units in this study (n = 51,672) 
exceeds both aggregate counts and yearly totals. This is 
particularly problematic when there are more hexagons 
without a recorded crime event than there are crimes in 
a given year.

As Fig.  4a and b indicate, over 80% of hexagons in 
any given year had no counted crime or recorded crime 
severity. Moreover, less than 1% of hexagons in any given 
year contained 16 or more counted crimes, whereas less 
than 5% of hexagons in a given year contained a weighted 
severity greater than 500. As such, the aforementioned 
percentages do not necessarily offer a clear rendering of 
the spatial concentration of crime count and crime sever-
ity in Toronto over time (See Fig. 5a and b). Nevertheless, 
we can still determine the level of spatial concentration 

Fig. 2 a Distribution of hexagons that account for crime counts by quartiles (year). b Distribution of hexagons that account for crime severity by 
quartiles (year)

Fig. 3 a Distribution of hexagons that account for crime counts by quartiles (MCI). b Distribution of hexagons that account for crime severity by 
quartiles (MCI)
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for crime count and severity by only examining hexagons 
with a recorded crime event.

Figure  6a and b present power law distributions of 
crime count and severity over the 6-year time series, 
respectively. Importantly, these figures exclude all hexa-
gons without a recorded crime. From these results, crime 
severity is more spatially concentrated than crime count 
across the times series and in individual years—but only 
slightly so. Whereas 50% of counted crimes were found 
in 8.4% of hexagons between 2014 and 2019, 7.3% of 
hexagons accounted for 50% of crime severity during this 
period. A similar pattern is observed across all individual 
years. While 13.4%, 13.4%, 13.3%, 13.1%, 12.4% and 12.4% 
of hexagons accounted for 50% of the crime count in 
2014, 2015, 2016, 2017, 2018 and 2019, respectively, 9.9%, 
9.5%, 9%, 9.4%, 8,2% and 8.7% of hexagons accounted for 
50% of crime severity in the same years. Furthermore, 
these percentages reflect stable levels of spatial concen-
tration across time for both crime count and crime sever-
ity. These findings parallel observations made by where 
50% of counted crime and crime severity were concen-
trated in 3% and 1% of street segments, respectively. To 
deal with zero inflation, we have opted omit hexagons 
without a crime event. An alternative solution would 
have involved the use of the generalized Gini coefficient 
(Bernasco and Steenbeek, 2017).

Figure 7a and b present power distributions of crime 
count and severity, respectively, for each MCI. Crime 
count and crime severity demonstrate equal levels of 
spatial concentration across auto-theft, burglary, rob-
bery, and theft. To this extent, 16.4%, 14.9%, 12.8% 
and 20.8% of hexagons accounted for 50% of both 
crime count and severity for auto-theft, burglary, rob-
bery, and theft-over, respectively. Crime severity is a 
weighted multiple of the crime count and, as such, the 
cumulative distribution function used to calculate these 

distributions produced similar results for crime count 
and crime severity.

However, this is not the case for violent crime, as 
crime severity is more spatially concentrated than 
crime count with 3.7% of hexagons accounting for 50% 
of crime severity, while 7.4% of hexagons accounted 
for 50% of counted crimes. This difference is largely 
attributed to variances in the weighted value of offence 
types within the violent crime MCI. Crime severity in 
this category ranged from 26.39 (Assault—Level 1) 
to 7656.1 (first degree murder). This variance is not 
observed in the four other MCIs as there are a lower 
number of unique offence types with similar severity 
weights.

Table  1 presents the Global Moran’s I of counted 
crimes and crime severity in each year. The 
Moran’s I measures the autocorrelation of a spatial fea-
ture class (Li et  al., 2007). We calculate the Moran’s I 
using queen’s continuity. It measures how similar a fea-
ture class is to those surrounding it—and in the case of 
hot spots, two hexagons bordering each other. If objects 
are attracted (or repelled) by each other, it means 
that the observations are not independent. As such, 
the Global Moran’s I is a metric which compares the 
standardized magnitude of difference between the spa-
tial concentration of counted crimes relative to crime 
severity. Based on the results presented in Table  1, 
it is evident that crime severity is more spatially vari-
able than counted crimes. Indeed, in each year, counted 
crimes possess a higher Global Moran’s I relative to 
crime severity. Crime severity demonstrates greater 
“street-by-street variability” (Weisburd et  al., 2012) 
than counted crime. Moreover, while crime severity 
is more spatially concentrated than counted crimes, 
these hotspots are not clustered altogether. Rather, high 
crime severity hexagons are mostly diffused throughout 
Toronto than are hexagons with high crime counts.

Fig. 4 a Distribution of hexagons by crime count. b Distribution of hexagons by crime severity
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Trajectory results
The results from the k-means trajectory analyses are 
summarized in Table  2. This table shows the various 
MCIs by measurement, the number of trajectories, the 
level of crime for each trajectory (relative to the specific 
MCI), its base crime count or severity in 2014, the trend, 
and the percentage of hexagons within each trajectory 
group. As with previous research (Curman et  al., 2014; 

Weisburd et al., 2004), these trends are defined by regres-
sion analyses of the hexagons over time within each tra-
jectory group. If the slope parameter on the time axis is 
close to zero (e.g. between − 0.2 and + 0.2), the trajectory 
is considered stable. The trajecory is considered decreas-
ing if the slope parameter is less than − 0.2 and increas-
ing if it is greater than + 0.2. For all stable trajectories, we 
also include the sign of the slope parameter for time.

Fig. 5 a Spatial distribution of crime count—2014–2019. b Spatial distribution of crime severity—2014–2019
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Based on the Calinski criterion score, we identified an 
optimal k-means partition of five groups for all crime 
count models. In each of the six models, the trajectory 
contained 90.5–98.8% of all hexagons within the sub-
group. More importantly, these trajectories were sta-
ble, indicating that the majority of hexagons covering 
Toronto consistently had little to no crime over time.

The MCI-specific crime count models are not entirely 
dissimilar from the aggregate count model. In each 
model, the first two to three trajectories accounted for 
99% of all hexagons and were stable. As such, hexagons 
with little to no violent crime, auto-thefts, burglaries, 
robberies, or thefts in 2014 remained this way in the fol-
lowing five years.

Curiously, trajectories 2, 3, 4 and 5 in the total count 
model exhibited increasing trends but accounted for a 
small percentage of the total number of hexagons. These 
trajectories encapsulated moderate to high crime count 
hexagons. A similar pattern was observed by Weisburd 
et al. (2004) who noted that only 14% of street segments 
demonstrated a decrease overtime. This reflects a local-
ized crime drop. This pattern is also present among the 
MCI-specific crime count models: hexagons with high 
numbers of violent crime, auto-thefts, burglaries, rob-
beries, and/or thefts are likely to become more harmful 
over time (see Fig.  8). This seemingly reflects a law of 

Fig. 6 a Power law distribution of hexagons by crime count (year). b Power law distribution of hexagons by crime severity (year)

Fig. 7 a Power law distribution of hexagons by crime count (MCI). b Power law distribution of hexagons by crime severity (MCI)

Table 1 Comparison of forecasting value by model type t

Year Counted crimes global 
moran’s I (Z‑score)

Crime severity global 
moran’s I (Z‑score)

2014 21.18 14.94

2015 20.75 13.76

2016 24.77 17.44

2017 24.27 19.51

2018 22.65 17.65

2019 29.69 25.00
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accumulated advantage: high crime micro-places con-
tinue to accrue counted crimes over time. Similar to find-
ings from Andresen et al., (2017a, 2017b), this indicates 
that changes in the level of counted crimes in these spe-
cific hexagons will most likely impact the overall crime 
situation in Toronto, as these hexagons accounted for an 
outsized proportion of counted crime in the city (see also 
Weisburd et al., 2004). In short, changes in under 1% of 
hexagons drive crime trends in Toronto.

We identified an optimal k-means partition ranging 
from four to six groups for all crime severity models. This 
is dissimilar from the count models where five trajecto-
ries were found to be the optimal number based on the 

Calinski criteria. As it pertains to the total severity model, 
the first trajectory accounted for 95.6% of hexagons and 
was stable, indicating that low crime severity hexagons 
remained this way across time. Similar to the total count 
model, each of the other trajectories within this partition, 
all reflecting moderate to high crime severity hexagons, 
were increasing. This pattern can be observed among the 
models measuring the severity of auto-thefts, burglaries, 
robberies and thefts. To summarize, while low sever-
ity hexagons remain low across time, moderate and high 
severity hexagons, constituting a small percentage of all 
hexagons, increased over time. As with crime counts, a 
law of accumulated advantage is present: moderate and 

Fig. 8 K-means trajectories by crime count, 2014–2019: a total crime, b violent crime, c auto-theft, d break and enter, e robbery, and f theft over
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high severity hexagons constitute an infinitesimally small 
percentage of all hexagons, but these hexagons trans-
late into large overall severity in the city (see Weisburd 
& Amram, 2014). This pattern is not present within the 
violent crime severity model. The first four trajectories in 
this model demonstrate an increasing trend whereas the 
final two were decreasing. Furthermore, with the excep-
tion of the first trajectory, all others were high severity 
hexagons. This is likely a function of the high severity 
scores within the violent crime MCI. We explain further 
in the following paragraph.

Figures  8 and 9 plot the trajectories over time, with 
each line representing the result of the statistical model, 

showing average values. Most models exhibit a smooth 
trajectory with subtle year-on-year increases or decreases 
in the average value. However, several trajectories in both 
the total severity and violent crime severity models are 
sporadic, increasing and decreasing by large amounts—
which is expected given the smaller number of events 
acting as outliers that pull the means to extreme scores. 
For example, trajectory 4 in the total severity model 
began with an average severity score of 938.3 in 2014, 
subtly increasing to 1032.7 in 2015, but ballooning to 
9782.7 in 2016. Similar irregularities can be observed in 
trajectories 5 and 6 of the total severity model and trajec-
tories 3, 4, 5 and 6 of the violent crime severity models. 

Fig. 9 K-means trajectories by crime severity, 2014–2019: a total severity, b violent crime, c auto-theft, d break and enter, e robbery, and f theft over
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This spontaneity can be attributed to the lopsided nature 
of homicide severity scores. Indeed, first and second-
degree murders have the potential to skew a trajectory, 
turning a hexagon with one or two counted crimes into a 
high severity locale. It is probable that these trajectories 
would have been smoother had murders been removed 
from the analysis.

Discussion
In this paper, we investigate the spatial concentration 
of crime counts and severity at the micro-level though 
analyses of trajectories for aggregated and disaggregated 
crime types in Toronto, Canada. Our analyses considered 
violent crime, auto-theft, burglary, robbery and theft. The 
implications of our results can be organized as follows: 
the comparability of the spatial concentration of crime 
count and crime severity, the longitudinal stability of 
crime severity at the micro-level, and the functional util-
ity of bespoke geospatial units, like the hexagon, in crime 
analysis.

Based on the descriptive statistics, both crime count 
and severity abide by the law of crime concentration 
(Weisburd, 2015). However, crime severity is more spa-
tially concentrated than counted crimes, but only slightly: 
7.3% of hexagons accounted for 50% of crime severity 
between 2014 and 2019, and 8.4% of hexagons accounted 
for 50% of counted crime across the time series. Never-
theless, this difference is more pronounced when examin-
ing individual years. Whereas 13.4%, 13.4%, 13.3%, 13.1%, 
12.4% and 12.4% of hexagons accounted for 50% of crime 
counts in 2014, 2015, 2016, 2017, 2018 and 2019, respec-
tively, 9.9%, 9.5%, 9%, 9.4%, 8.2% and 8.7% of hexagons 
accounted for 50% of crime severity in the same years. 
These results reflect stable levels of spatial concentration 
across time for both crime count and crime severity, par-
alleling observations made by and Fenimore (2019).

As it pertains to disaggregated crime types, crime 
count and crime severity demonstrate equal levels of spa-
tial concentration across auto-theft, burglary, robbery 
and theft. This is not altogether surprising as crime sever-
ity is a weighted multiple of the crime count. As such, the 
cumulative distribution function used to calculate these 
distributions produced similar results for crime count 
and crime severity when there are a large number of inci-
dents, even when each incident weighs relatively little. In 
short, the overall distribution of a harm-based model and 
the overall distribution of a count-based model follow 
“power few” functions.

However, this was not the case for violent crime, as this 
crime category contained a myriad of crime types with 
varying yet high crime severity weights. First, the crime 
severity of violent crimes is highly spatially concentrated, 
with 3.7% of hexagons accounting for 50% of crime 

severity. In comparison, 7.4% of hexagons accounted for 
50% of counted violent crimes. This suggests that the spa-
tial dispersion of violence in society is larger than other 
crime categories, with a more diffused nature of against-
body crimes than property crimes. This conclusion is 
also apparent from the Global Moran’s I results, which 
demonstrate that crime severity, while more spatially 
concentrated than counted crime at the micro-level, was 
more dispersed across the city. This is similar to findings 
made by Fenimore (2019) and lays bare significant practi-
cal implications as it suggests that a strict focus on crime 
counts will draw resources to specific meso-geographic 
locales within a city. In contrast, a focus on crime severity 
will draw resources to multiple and discrete micro-locales 
where crime is most serious. To this extent, counted 
crimes obscure micro-level crime trends that portend to 
the cost-effective allocation of resources. Crime sever-
ity measures represent a more accurate means by which 
micro-level violent hot spots can be identified.

Based on the results of the trajectory analysis, counted 
crime and crime severity demonstrate for the most part 
similar patterns of crime concentrations at the micro-
level over time. Indeed, hexagons with little counted 
crime or crime severity remained as such across time, 
whereas the small number of hexagons with moderate to 
high amounts of crime became increasingly more harm-
ful. The pattern remains the same across disaggregated 
crime types: this reflects a law of accumulated advan-
tage where high crime count and severity micro-places 
continue to accrue crimes over time. Similar to findings 
from Andresen et al., (2017a, 2017b), this indicates that 
changes in the level of counted crimes in these specific 
hexagons will most likely impact the overall crime situa-
tion in Toronto, as these hexagons accounted for an out-
sized proportion of counted crime in the city. In short, 
changes in under 1% of hexagons will drive crime trends 
in Toronto.

Finally, whereas most models exhibited a smooth tra-
jectory with subtle year-on-year changes in the average 
value, several trajectories in both the total severity and 
violent crime severity models were sporadic. This was 
attributed to homicides, as a hexagon with one or two 
counted homicides will be designated a high severity 
locale. This is vitally important for resource allocation: 
allocation of resources cannot be based solely on a harm 
index, but must take into account crime counts as well. 
Indeed, while crime harm measures allow us to identify 
the weight of crime in a geographic locale, counts pro-
vide information on the frequency of crime therein, 
and in particularly violent, high-harm hot spots, this 
becomes more pertinent. Harm measures naturally lend 
themselves to the inclusion of statistical outliers which 
skew perceptions of where crime harm is located. Crime 
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counts allow us to account for these outliers and there-
fore, while all crimes are not created equal, discounting 
the count-based model altogether is inefficient, at least in 
the context of place-based criminology.
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