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Abstract 

This paper presents the development of an automated machine learning approach to gain an understanding of 
the built environment and its relationship to crime. This involves the automatic capture of street-level photographs 
using Google Street View (GSV), followed by the use of supervised machine learning techniques (specifically image 
feature recognition) to recognise features of the built environment. In this exploratory proof-of-concept work, 8 key 
features (building, door, fence, streetlight, tree, window, hedge, and garage) are considered and a worked case-study 
is demonstrated for a small geographical area (8300 square kilometres) in Northern England. A total of 60,100 images 
were automatically collected and analysed across the area where 5288 crime incidents were reported over a twelve-
month period. Dependency between features and crime incidents are measured; however, no strong correlation has 
been identified. This is unsurprisingly considering the high number of crime incidents in a small geographic region 
(8300 square kilometres), resulting in an overlap between specific features and multiple crime incidents. Further-
more, due to the unknown precise location of crime instances, an approximation technique is developed to survey 
a crime’s local proximity. Despite the absence of a strong correlation, this paper presents a first-of-a-kind cross-disci-
pline approach to attempt and use computation techniques to produce new empirical knowledge. There are many 
avenues of future research in this fertile and important area.
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Introduction
Criminologists have long since considered the relation-
ship between the built environment and opportunities for 
crime and disorder. The study and manipulation of the 
physical, built environment to reduce the potential for 
crime is often referred to as Crime Prevention Through 
Environmental Design (CPTED) Crowe (2000a). CPTED 
draws upon theory from environmental criminology, 
architecture, urban design, and more recently, data sci-
ence. CPTED is underpinned by the following principles: 
(1) physical security; (2) surveillance; (3) movement con-
trol; (4) management and maintenance and (5) defensi-
ble space  Poyner (1983); Cozens et  al. (2005); Armitage 

(2013); Montoya et  al. (2016); Armitage and Monchuk 
(2017). A commonality amongst these five principles is 
that prior consideration of a housing development can 
have positive impacts in reducing crime.

Attempts to reduce crime have historically focused 
upon changing the behaviour of people disposed to com-
mit it. The rhetoric of diversion from crime and rehabili-
tation of those already established in criminal careers has 
dominated policy discourse, while evidence of general 
success in realising these aims has been at best mod-
est  (Pease 2010). Over the last forty years, attention has 
increasingly turned to situational crime prevention, 
whereby criminogenic features of the environment are 
designed or modified to make the risks attending crimi-
nality greater and the rewards less. The emphasis on 
situational change almost certainly represents the most 
fruitful approach to crime reduction. The approach aligns 
with the bulk of the relevant psychological literature. The 
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sub-disciplines of social and cognitive psychology sub-
stantially comprise demonstrations of how situations can 
be manipulated to influence behaviour. Tellingly, litera-
ture demonstrates the way in which people seem hard-
wired to underestimate the power of situational change. 
The phenomenon is known as the ‘fundamental attribu-
tion error’ (Tetlock 1985). Recognition of this error leads 
directly to a refocusing of crime reduction policy towards 
changing situations, and to why this approach will face 
resistance, as the ubiquitous tendency to see the person 
rather than the situation as the major determinant of 
behaviour.

While the fundamental attribution error leads to the 
focus on person change, evidenced successes in crime 
reduction are mainly to be found in initiatives which 
change situations. Some of the most recent successes of 
this approach are to be found in Scott and Clarke (2020). 
Some have been popularised in the notion of ‘nudges’, 
identifying that apparently trivial situational changes 
resulting in non-trivial behaviour changes  (Thaler and 
Sunstein 2009).

Some criminogenic features of situations are easy to 
remedy, such as the use of strong security mechanisms, 
whereas others are difficult and expensive, such as sur-
veillance. The design of buildings, and the street net-
works in which they are located, together with the cost 
of remediation, provides the most obvious case where it 
is important to get the initial design right. Buildings and 
street networks carry their intrinsic crime risks for their 
lifetime, mitigated (but not removed) by security meas-
ures applied to individual homes (see  (Thompson et  al. 
2018)). A single house burglary is currently costed at 
£5930  (Heeks et  al. 2018), not taking account of oppor-
tunity costs imposed on police resources, together with 
increased population deviation in anticipation of or after 
experience of crime  (Ellingworth and Pease 1998). Fur-
thermore, area reputation will be harmed resulting in 
consequential depression in home values (Ihlanfeldt and 
Mayock 2010).

The reader may question whether the design of build-
ings and the configuration of street networks embed 
crime opportunities. Unsurprisingly, they do. Home and 
setting design was an early topic of interest for advocates 
of situational crime prevention. Pioneers of the approach 
were  (Newman 1974; Jacobs 1961) and the approach 
came to be named as Crime Prevention Through Envi-
ronmental Design (CPTED)  (Crowe 2000b). Despite 
the evidence of considerable success in crime reduc-
tion in developments built according to CPTED prin-
ciples  (Armitage and Monchuk 2011), there remains 
limited consensus about which particular attributes of 
home and street network and in what combinations are 
optimal for reduced crime risk. In the UK CPTED, insofar 

as it is applied, is delivered by a number of agencies (nota-
bly police, urban designers and planning authorities). 
CPTED advice is provided to planners by Designing out 
Crime Officers (DOCOs) who are employed within each 
of the forty-three territorial police forces of England and 
Wales. DOCOs review planning applications and assess 
the extent to which a development may pose opportuni-
ties for crime and disorder (Monchuk et al. 2018). On the 
basis of their assessment, remedial modifications to plans 
are advocated.

It is important to emphasise that it is in no way a criti-
cism of DOCOs that their risk identification is largely 
untested. Skilled performance of all kinds depends upon 
the feedback of results. For example, medical judgements 
of treatment efficacy depend upon outcome data like 
rates of patient survival to recovery. DOCOs do not have 
systematic data on the crime experienced by develop-
ments with particular attributes. DOCOs have only the 
limited research literature and such inferences as they 
feel able to make through attendance at crime scenes 
as front-line police officers. There is therefore potential 
in exploring the addition of new quantitative informa-
tion that DOCOs can use alongside the current body of 
knowledge and qualitative components.

The obvious (and possibly the only) way of systemati-
cally providing feedback on the crime consequences of 
design features is to examine the crime histories of devel-
opments built long enough ago for such histories to be 
meaningful. Examination of the original plans permits 
identification of building attributes and attribute combi-
nations associated with subsequent crime. The ultimate 
aim and end-user application of the research programme 
of which this paper is an early part is to provide at the 
planning stage details of expected crime, by type, and to 
identify design adjustments to reduce this. Our vision 
is to provide a software tool, capable of analysing and 
learning patterns between crime and characteristics of 
the built environment to assist with offering a systematic 
approach to identifying crime risk, which is used along-
side qualitative measures. It is also our vision that the 
tool should be self-updating to be able to learn new rela-
tionships, so as to reflect changes alongside aesthetic and 
other variations in home design. It would weight crime 
types by their associated harm.

The techniques to realise the vision outlined above are 
already available. The stages necessary to achieve this end 
are as follows: 

1. Demonstration that the current DOCO based 
approach to the anticipation of crime from residen-
tial architectural plans varies across officers and pro-
vides on average modest predictive power. This has 
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already been done and is described in the next sec-
tion of the paper.

2. Explore potential data sources and approaches to the 
identification of criminogenic features and feature 
combinations of homes and street networks. The 
present paper reports one element of this, risk pre-
dictability using Google Street View (GSV).

3. Application of supervised machine learning to the 
features of residential development plans and street 
networks extracted from GSV built at least a decade 
before. This is to yield risk assessment by crime type.

4. Devise a routine such that changes suggested to 
architectural places in terms of individual attributes 
will be ranked according to their expected crime 
reductive effect.

5. Routinely repeat the machine learning phase to iden-
tify new patterns, followed by checking previously 
analysed architectural plans to identify new and pre-
viously not known attribute relationships.

The story so far
The work in relation to stage 1 was published in  Mon-
chuk et  al. (2018). Plans for an estate built and occu-
pied a decade earlier were acquired, together with crime 
data for the lifetime of the development to date. Plans 
(not crime data) were shown to a sample of experienced 
DOCOs who were not familiar with the police force area 
in which the development concerned was to be found. 
They were invited to identify places where crime could be 
anticipated, and the type of crime likely to occur there. In 
brief, the results identified: 

1. Individual officers varied widely in their identifica-
tion of crime-prone locations.

2. There was substantial variation in the proportion of 
locations identified as crime prone. More specifically, 
there is a range of trade-offs between false nega-
tives and false positives. Another way of expressing 
this is to say that the risk threshold varied between 
DOCOs.

3. The predictive accuracy of individual DOCOs var-
ied, but was on average modest. Since the ceiling 
on possible accuracy is unknown (one of the justifi-
cations for the research programme outlined here) 
it may be that the best performing DOCO’s judge-
ments are as good as it can get, with (for example) 
occupant characteristics accounting for the bulk of 
variation in crime experienced. Were that to turn out 
to be the case in the light of the research proposed 
here, investment in CPTED solutions should be lim-
ited to those identified, and other considerations e.g. 
aesthetic (see  (Armitage et  al. 2013)) would prevail 

in home construction. However, if as we believe, an 
optimised CPTED is potentially powerfully crime 
reductive, funding commensurate with crime harm 
would be appropriate.

The original Monchuk et al. (2019) work evoked the writ-
ers’ conviction that a machine learning approach pro-
vided the most promising route to identifying optimal 
crime reductive design. The work is a transitional paper 
seeking to identify an optimisation of prediction using 
those variables already used by DOCOs. It does this by 
applying automated deliberation techniques to auto-
mate repetitive rule-based logic. The results from this 
early work are promising and, while transitional, they do 
suggest a short term improvement to crime risk predic-
tion. If the exercise were repeated for individual DOCOs 
it could identify the features used by the best perform-
ing DOCO, contrast this with features used by other 
DOCOs, and use that information as part of a DOCO 
training package.

Other recent work demonstrates the potential to use 
Machine Learning to automatically score the built envi-
ronment using computer vision and GSV  (Naik et  al. 
2014). In their research, a crowd-sourced approach is 
taken whereby participants score images based on how 
they perceive the safety, before machine learning algo-
rithms try to learn the relationship between colour char-
acteristics of the image and the participant’s safety score. 
However, their approach is somewhat limited for crime 
reduction. Most significantly, it is scoring the built envi-
ronment once it has been constructed, therefore mini-
mising any opportunity to rectify through influencing 
design and planning—the key objective of CPTED. Fur-
thermore, their research is constrained to identifying 
characteristics of the image (colour, etc.) and important 
crime contributing factors will be missed. For exam-
ple, identifying a footpath with poor lighting, thus lim-
iting opportunities for surveillance. Another limitation 
is that the Google Street View (GSV) image could have 
been taken with unfavourable lighting, making the image 
darker and thus resulting in receiving a lower safety 
rating.

In other recent and related research, authors have used 
GSV to acquire information on the built environment, 
with a particular emphasis on burglary  (Langton and 
Steenbeek 2017). The researchers utilise GSV to replace 
the activity of making a physical site visit to determine 
attributes such as front door visibility, alarm, ease of 
access etc. The research is useful in using digital assets 
for performing assessments; however, there are still 
inherent limitations that motivate the research in this 
paper. The first is that a human is required to perform the 
extraction, which prevents scalability and introduces the 
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potential for a difference of opinion. The second is that 
the human analysts are searching for pre-determined 
features believed to have significance to crime reduction 
based on previous literature and subject knowledge. This 
restricts the potential to identify any new patterns that 
were previously unknown.

Vandeviver (2014) presents a survey on the user of 
GSV in criminological research. In their survey, an 
example of a relevant work using GSV to understand 
the built environment is that of performing neighbour-
hood audits  (Kronkvist 2013). However, in their study, 
the authors are using GSV operated and interpreted by 
a human investigator. It is evident from their survey that 
although researchers have considered using GSV for ana-
lysing the built environment

Another recent study aims to gain an understanding 
of the effects of neighbourhood and house attributes on 
a burglar’s selection  (Vandeviver and Bernasco 2019). 
The research presents interesting findings that offenders 
prefer to target areas with a lower density of residential 
properties. Although this study provides a useful insight, 
it would be strengthened by exploring whether there 
are relationships features influencing the likelihood of 
burglary occurring. Furthermore, the focus of the paper 
is solely on burglary, and gaining an understanding of 
if neighbourhood and house attributes influence other 
types of crime is worthy of consideration.

A machine learning approach
The present paper explores the use of GSV to identify fea-
tures visible in images acquired of home frontages. This is 
useful in two ways. First, it developed a method for the 
automated identification of individual home features 
from GSV images. Second, it presented the possibility 
of a detailed short-term study of individual home fron-
tal features whose relevance to crime are contentious but 
would require lengthy and tedious research addressed 
by other means. Intruder alarms and street lighting are 
examples of frontal features with relevance to crime. The 
use of GSV in criminological research is by no means 
new; however, to the best of the authors’ knowledge, this 
is the first research applying supervised machine learning 
to analyse the built environment.

The study reported here is deemed useful but transi-
tional as a step towards the vision set out earlier. More 
specifically, additional data sources will be required at a 
later stage. The motivation for this is that according to 
the Crime Survey for England and Wales (2017)1, only 
some 50% of burglaries involve front entry. Second, data 

from individual homes were not available, so factors dis-
tinguishing individual home victimisation within an area 
are not captured. The current process for recording indi-
vidual housing characteristics is performed by human 
experts using manual analysis techniques. However, 
there is a significant opportunity to consider the use of 
advancements in Artificial Intelligence (AI) to provide 
enhanced digital capabilities to upscale CPTED process-
ing and improve consistency.

Preliminary work has involved extracting knowledge 
from 28 DOCOs within England and Wales and in the 
work reported here, the authors are particularly inter-
ested in two research questions of: (1) whether it is pos-
sible to automatically extract data on the features present 
within the built environment where a crime has occurred, 
as well as (2) taking the first steps towards using AI tech-
niques to learn and identify key patterns flagging design 
features carrying crime risk.

This research provides the first empirical study of its 
kind known to the authors in working towards these two 
aims. In the pursuit of these aims, the following objec-
tives are undertaken: (1) the development of a technique 
to extract street level images in the local proximity of a 
crime’s location, taking into account that the exact loca-
tion of the crime might not be available or is unknown; 
(2) the training of a machine learning algorithm to 
process acquired street level images to extract known 
features of the built environment; and finally, (3) use cor-
relation techniques to develop a process to understand 
if there are strong relationships between environmental 
features and the location of a crime.

Outline method
This section presents the approach and how key technical 
challenges have been overcome. A brief summary is pro-
vided below to aid the reader in understanding the pro-
cess undertaken in this research: 

1. Crime data extraction: Data is downloaded and 
extracted from police.uk specifically focusing on one 
neighbourhood ward within Northern England.

2. Location generation: Due to the arbitrary assign-
ment of location in open police data, a technique is 
proposed to generate locations close by the arbitrary 
location to gain an increased representation of the 
built environment within the local proximity.

3. Image collection: Once all the locations have been 
generated, street level images are then acquired using 
the GSV platform.

4. Feature selection: Each image is processed to iden-
tify key features within the built environment, using 
supervised machine learning that has been trained to 
recognise a series of features. For the purpose of this 

1 Crime in England and Wales: year ending June 2017 available at: https ://
www.ons.gov.uk/relea ses/crime ineng landa ndwal esyea rendi ngjun e2017 .

https://www.ons.gov.uk/releases/crimeinenglandandwalesyearendingjune2017
https://www.ons.gov.uk/releases/crimeinenglandandwalesyearendingjune2017
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research, these consisted of: building, door, fence, 
streetlight, tree, window, hedge and garage.

5. Correlation: Using the acquired numeric data (num-
ber of features) for each crime location and then a 
statistical measure of dependency to determine if 
there are features that are strongly linked with differ-
ent types of crime.

All computation performed in this research was on a 
high-performance computer with an Intel Xeon Platinum 
8180 2.5  GHz processor, 128  GB RAM, and a NVidia 
GeForce RTX2080Ti. Each stage is now presented and 
discussed.

Crime data extraction
This research focused upon a single neighbourhood 
within Northern England. This ward was chosen for 
convenience and owing to its relatively high levels of 
recorded crime in the 12 month period between July 
2018 and August 2019. The crime data was acquired via 
the open access police.uk website2.

The data is categorised in to 14 different crime types 
and use of the miscellaneous ‘Other’ category. In this 
research, this category is omitted as we have no indica-
tion as to what type of crime has been committed. A total 
of 5795 instances were reported in the studied period, 
with a total of 507 appear in the Other category. This 
results in a total of 5288 analysed in this research. The 
number of instances of crime per category can be seen 
in the ‘Occurrence’ column in Table 2. It is evident that 
there is an uneven distribution between categories, with 
the lowest being bicycle theft with a count of 25 and the 
highest of violent and sexual offences with a count of 
2033.

The different crime types are predetermined by the 
UK’s Single Online Home National Digital Team, whom 
collect and collate data on monthly basis from police 
forces throughout the UK. For readers unfamiliar with 
the definitions used in this research, the following list 
provides the definitions as provided on the police.uk 
website:

– Anti-social behaviour (ASB): Includes personal, envi-
ronmental and nuisance anti-social behaviour. Note 
that ASB is not a crime but a civil offence.

– Bicycle theft: Includes the taking without consent or 
theft of a pedal cycle.

– Burglary: Includes offences where a person enters a 
house or other building with the intention of stealing.

– Criminal damage and arson: Includes damage to 
buildings and vehicles and deliberate damage by fire.

– Drugs: Includes offences related to possession, supply 
and production.

– Possession of weapons: Includes possession of a 
weapon, such as a firearm or knife.

– Public disorder: Includes offences which cause fear, 
alarm, distress or a possession of a weapon such as a 
firearm.

– Public order: Includes offences which cause fear, 
alarm or distress.

– Robbery: Includes offences where a person uses force 
or threat of force to steal.

– Shoplifting: Includes theft from shops or stalls.
– Theft from the person: Includes crimes that involve 

theft directly from the victim (including handbag, 
wallet, cash, mobile phones) but without the use or 
threat of physical force.

– Vehicle crime: Includes theft from or of a vehicle or 
interference with a vehicle.

– Violence and sexual offences: Includes offences 
against the person such as common assaults, Griev-
ous Bodily Harm and sexual offences.

The acquired crime data does not contain a ward loca-
tion within each address, but does however contain a 
location specified by longitude and latitude values. As the 
presented technique is focusing on the selected ward, it 
is necessary to determine if a crime’s location (longitude 
and latitude) is sited within the ward. This is achieved 
by querying the longitude and latitude values to return a 
ward using the postcode.io query service3. Each instance 
of crime is individually processed and, if the recorded lat-
itude and longitude does not return a ward, points close 
to the location are generated and tested to see if they fall 
within a ward boundary. This process is repeated until 
the closest ward is found and returned. The same circu-
lar generation technique as presented in Local generation 
section with a radius of   50 m. The generated positions 
are processed incrementally until a ward is located 
and the process ends. In the experimental work under-
taken in this paper, the method is only invoked in a few 
instances where there is incomplete information in the 
postcodes.io database. Once each crime instance has 
an associated ward, we then filter the entire data set to 
only contain crime instances within the ward of interest.

2 data.police.uk open crime data available at: https ://data.polic e.uk/.
3 Postcode.io is an open source project and based solely on open data, provid-
ing location-based informationhttps ://postc odes.io/.

https://data.police.uk/
https://postcodes.io/
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Location generation
In this research, we use a location (a ward) within a town 
in the North of England with a residential population of 
approximately 17,000 over a geographical area of approx-
imately 8300 square kilometres. The location includes 
a town centre location, as well as suburban residential 
housing estates. The ward was chosen due to this mixture 
of commercial and domestic properties and its relatively 
high crime statistics.

In this stage, we systematically generate distances close 
to the crime’s longitude and latitude location as previ-
ously discussed to overcome inherent limitations of not 
having accurate and precise crime location data. The 

technical approach for doing this is presented in Algo-
rithm  1, which is essentially generating new longitude 
and latitude values within a circular pattern around the 
crime’s location, using trigonometry. Algorithm  1 takes 
as input the crime’s longitude and latitude and returns a 
set of new locations values. Figure 1a provides a graphi-
cal illustration whereby the location acquired from 
police data is in the centre and the generated points of 
interest are located around the central point in a circular 
pattern. In this work, a radius of  50 m (1 degree of lati-
tude) is used, providing a distance of 26.1 ( 2�r , where r 
is 50 m) metres between newly generated points on the 
circumference.

Fig. 1 Graphical illustration of both location and rotation generation
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Furthermore, for each newly generated position, we 
generate rotations at 90 degree intervals (90, 180, 270, 
and 360) in order to survey different orientations of a 
physical environment, using GSV. An example is demon-
strated in Fig. 1b whereby 4 images have been generated 
using Street View at one specific location. As evident 
in the images, there are different features that can be 
extracted from each image. For example, the top image 
contains a clear and obvious streetlight and tree, whereas 
the other three images contain dwellings and trees.

In order to gain an understanding of the intersection 
between the generated local proximity between two dif-
ferent crime instances, we have created a technique to 
measure the overlap between the area analysed for two 
crimes. The technique is presented in Algorithm  2. The 
algorithm tests for intersections using the square of the 
distance between the centres of the circles, generated 
using Algorithm  1. Algorithm  1 takes as input the fol-
lowing pre-established data items: longitude (x) and lati-
tude (y) of a crime location, as well as the radius used to 
generate the proximity circle (r). Three sets (X,Y, and R) 
store these values and n is the crime instance number 
( �X�, �Y �, �R� = n ). The algorithm calculates the dis-
tances from the two circle centres (d) and the sum of the 
two radii distances (rd). It is then possible to determine 
whether they intersect or border by checking the dif-
ference between d and rd. Running the Algorithm  2 on 
the 5,=288 crimes provides a NumMatching = 4300 . 
This demonstrates a strong cross-over between crime 
locations with around 75% of crime instances sharing 
intersecting circles. It is worth noting that in the data 
analysed, there are a total of 634 unique crime locations.

Table 1 Number of  features identified in  both  training 
and testing data set

Feature Training Testing

Building 5017 827

Door 2755 489

Fence 3054 687

Streetlight 623 176

Tree 1019 191

Window 14768 2308

Hedge 1228 163

Garage 743 128

Image collection
Once all locations and orientations have been established 
for each crime instance, it is then necessary to retrieve 
the image using GSV. A web page application was writ-
ten in the Python language to handle the image extrac-
tion tasks. The collection utilised the JavaScript Google 
Chrome extension to automate the process of loading 
GSV at a specific location and to acquire and store the 
image. Note that it would have be preferred to use the 
provided Google APIs to acquire street level images; 
however, the number of requests we need to make are 
beyond that of a free subscription.

As we have generated new locations around the pro-
vided location of crime, it is likely that some of the gener-
ated longitude and latitude locations do not fall on a road 
and therefore it will not be possible to acquire a Street 
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View image. For example, as seen in Fig. 1a, many of the 
points are not located on a road. This process is easy to 
programmatically handle as an error response will be 
provided when the software attempts to acquire a Street 
View image for a location where it is not available. The 
output of this stage is a collection of images where the 
image name is recorded to match the crime, location and 
origin.

Feature selection
We trained the object detection method using 3356 
images and tested with a further 496 images (15%). Fea-
tures were manually labelled using an application that 
produces a separate XML file containing the bounding 
boxes surrounding a feature4. Table  1 provides details 
on how many features were identified in total across all 
training and testing images. In this exploratory research, 
we focus on selecting eight different attributes of the 
built environment, which can be seen in Table  1. Fig-
ure  2 illustrates an example whereby the algorithm 
has identified windows, doors, trees, and a fence in the 
image. As evident in the figure, the algorithm has iden-
tified the features within the image and assigned a con-
fidence percentage score, for example, ‘window: 75%’. 
This score states that the algorithm has a confidence of 
75% that it has identified a window based on those it has 
been trained to recognise. In this research, we utilised the 
TensorFlow Object Detection API5 due to its capabilities 
and ease-of-use. Alternatives, such as Google Vision are 
available; however, many features require a commercial 

subscription. TensorFlow, due to its wide-scale use in 
many different scientific disciplines, has evolved to have a 
good range of functionality that is easy to use.

Limitations
To reiterate at this juncture, this paper reports on an 
exploratory piece to assess the feasibility and functional-
ity of using an automated machine learning approach to 
the built environment. The list below summarises some 
of the inherent limitations and provides justifications as 
to why they do not detract from the research study.

– Crime location: Open source police data has an arbi-
trary assignment to be ‘on’ or ‘near’ a road location. 
This means that the actual location of the recorded 
crime could be significantly different from the loca-
tion of the crime as it appears in the open source 
data. Police services in the UK do hold more precise 
location-based data, which the authors aim to acquire 
after the proof-of-concept set out in this paper; how-
ever, as we are considering crime types that are not 
just those involving a property (i.e., burglary), it will 
always be necessary to acquire image data in the local 
proximity of the crime to gain a wider understanding 
of the built environment. In other words, the street-
level image at the location of the crime may not con-
tain enough of the built environment. It is therefore 
the case that there will always be the need to survey 
around the crime’s location, given the known associ-
ation between street networks and crime risk. In this 
work we are traversing around a potentially impre-
cise crime location; however, we increase the prox-
imity of the area we survey to increase the likelihood 
of acquiring a more representative understanding of 
the built environment where the crime was commit-
ted.

– Case study ward size: In this research, we use a loca-
tion (a ward) within a town in the North of England 
with a population of approximately 17,000 over a 
size of around 8300 square kilometres. However, the 
chosen destination is small and has characteristics 
that might not allow for meaningful findings. More 
specifically, it is a tightly packed urban area with 
relatively high crime statistics. This means that the 
cross-over between crime locations might not allow 
for a distinct set of images per crime location. How-
ever, the location was selected due to its mixture of 
commercial and domestic properties and high crime 
levels. The justification for using a location with 
these characteristics is that it provides a rich data set 
in terms of crime and environment characteristics. 
Selectively choosing a location with lower crime sta-

Fig. 2 Example of a street level image showing how the algorithm 
identified learnt features

4 LabelImg was used in this research and it is a graphical image annotation 
tool and is available at: https ://githu b.com/tzuta lin/label Img.
5 TensorFlow Object Detection API: https ://githu b.com/tenso rflow /model 
s/tree/maste r/resea rch/objec t_detec tion.

https://github.com/tzutalin/labelImg
https://github.com/tensorflow/models/tree/master/research/object_detection
https://github.com/tensorflow/models/tree/master/research/object_detection
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tistics and fewer properties would not be representa-
tive of the true problem.

– Number of features examined: The built environment 
comprises a number of different features such as 
buildings, street networks and street furniture (such 
as streetlights). In this study, the machine learning 
algorithm learnt how to automatically detect such 
features from GSV images. In this proof of concept, 
eight features are explored (Building, Door, Fence, 
Streetlight, Tree, Window, Hedge, and Garage). 
These features have been selected as starting point in 
this research and the final ambition is to significantly 
extend beyond these. Each feature requires extensive 
training and therefore has a high associated human 
time cost. The eight were selected for their natural 
alignment to the built environment and crime, but 
the authors recognise that there may be may be other 

features that are important to include, but have not 
been incorporated into this proof-of-concept.

– Computational approach: The approach developed 
and presented in this paper is an exploratory proof-
of-concept and as such there are numerous improve-
ments that could be considered in future work. For 
example, alternative algorithms with different capa-
bilities, considering varying numbers of impacts, 
and also in establishing and training the models of 
an increased feature set. The techniques used in this 
paper were selected because of the advantageous 
characteristics, such as ease-of-use and being open-
source for free use.

Table 2 Number of features per crime instance for each crime type in a 12 month period (07/2018 to 06/2019)

Crime type Occurrence Building Door Fence Streetlight

Min Avg Max Min Avg Max Min Avg Max Min Avg Max

Anti-social behaviour 728 0 6.8 18 0 1.8 16 0 1.8 26 0 0.5 6

Bicycle theft 25 0 7.1 16 0 2.1 13 0 1.3 13 0 0.3 2

Burglary 354 0 7.1 20 0 2 13 0 2 28 0 0.4 5

Criminal damage and arson 478 0 6.7 19 0 1.8 13 0 2 28 0 0.4 6

Drugs 228 0 7.2 16 0 1.9 10 0 1.8 21 0 0.5 6

Possession of weapons 65 0 6.8 17 0 2 11 0 1.4 11 0 0.4 3

Public order 545 0 6.1 17 0 1.5 11 0 1.4 15 0 0.3 6

Robbery 71 0 5.5 13 0 1.6 11 0 0.9 9 0 0.3 3

Shoplifting 326 0 5.7 16 0 1.3 11 0 1.2 16 0 0.4 5

Theft from the person 75 0 4.7 18 0 1.2 7 0 1.1 11 0 0.3 5

Vehicle Crime 360 0 1 9 0 1 15 0 0.3 3 0 1.5 16

Violence and sexual offences 2033 0 6.6 22 0 1.8 18 0 1.6 28 0 0.4 7

Average 440.7 0.0 5.9 16.8 0.0 1.7 12.4 0.0 1.4 17.4 0.0 0.5 5.8

Crime type Occurrence Tree Window Hedge Garage

Min Avg Max Min Avg Max Min Avg Max Min Avg Max

Anti-social behaviour 728 0 1.8 16 0 24.1 83 0 0.3 6 0 0.4 11

Bicycle theft 25 0 1.7 13 0 23.7 75 0 0.6 6 0 0.5 5

Burglary 354 0 2 20 0 23 93 0 0.4 7 0 0.4 11

Criminal damage and arson 478 0 1.9 19 0 22.3 80 0 0.3 7 0 0.4 6

Drugs 228 0 1.2 14 0 25.3 80 0 0.3 6 0 0.4 5

Possession of weapons 65 0 1.7 17 0 18.8 66 0 0.4 4 0 0.4 6

Public order 545 0 1.7 18 0 20.1 83 0 0.3 7 0 0.3 6

Robbery 71 0 2 12 0 16.5 62 0 0.3 4 0 0.2 5

Shoplifting 326 0 1.5 20 0 17.5 85 0 0.3 7 0 0.3 7

Theft from the person 75 0 1.4 13 0 15 77 0 0.2 3 0 0.2 3

Vehicle Crime 360 0 15.5 63 0 0.2 5 0 0.2 5 0 0 0

Violence and sexual offences 2033 0 1.7 25 0 21.4 93 0 0.3 7 0 0.4 11

Average 440.7 0.0 2.8 20.8 0.0 19.0 73.5 0.0 0.3 5.8 0.0 0.3 6.3



Page 10 of 17Dakin et al. Crime Sci            (2020) 9:12 

Results and discussion
In this section, the systematic analysis of all identi-
fied features is presented and discussed. In total, 60,100 
images were extracted for the 5288 crimes in the ward of 
interest, providing an approximate average of 10 images 
per crime instance. This section is structured as follows: 
we first provide a descriptive analysis of the results, fol-
lowed by the use of a statistical measure of dependence 
to determine if there are features that are strongly cor-
related to a specific crime type. The purpose of using a 
correlation technique is to determine if a feature of the 
built environment (e.g., streetlight) occurs more often 
than not with certain crime types (e.g., burglary). The sta-
tistical correlation technique used in this research is the 
χ2 analysis technique.

Identified features
The data produced by the object detection algorithm was 
grouped for each crime type and then we performed vari-
ous methods of statistical analysis. More specifically, we 
recorded the minimum, average, and maximum number 
of times the feature has been identified in an image of the 
same crime type. The data was combined by adding the 
results of images with the same crime ID and location 
as this would result in the data being from a 360 degree 
viewpoint of the crime location.

Table  2 presents the number of each crime type for 
a 12 month period between July 2018 to August 2019. 
The table presents the minimum, maximum and aver-
age number of each feature type per instance of crime 

per crime category, except those in the ‘other’ category 
that are not included in this research. It is evident in the 
table that the minimum for each crime type and feature 
combination is 0, which is due to the fact that for each 
crime type there was at least one image with no identi-
fiable features. Furthermore, it is evident that there is 
wide variation in the maximum and average number of 
features identified and per crime type. The difference 
(maximum−minimum) is more significant for certain 
features, demonstrating that for a specific crime instance 
there are fewer of those features to be identified. For 
example, as demonstrated through the average values in 
Table 2, there is a significant difference between the aver-
age number of buildings (5.9) and the average number 
of streetlights (0.5) and garages (0.3). However, this is to 
be expected as although the number of streetlights on a 
street might be high, their height means there is a greater 
chance that they will not be present in the image.

Figure  3 provides a graphical illustration of the data 
provided in Table 2. The figure presents the average val-
ues from the table, which represent the average number 
of features identified per crime instance for each crime 
category. From the figure, it is noticeable that the occur-
rence of each feature has some consistency, with window 
and building being the two highest. It is immediately evi-
dent that there is a proportional relationship between 
buildings, doors and windows as would be expected. This 
is because these features have been identified in a high 
portion of the images.

Building Door Fence Streetlight Tree Window Hedge Garage
0

5

10

15

20

25

30

Average Frequency of Feature per Crime Type

Anti-social behaviour

Bicycle theft

Burglary

Criminal damage and arson

Drugs

Possession of weapons

Public order

Robbery

Shoplifting

Theft from the person

Vehicle Crime

Violence and sexual offences

Fig. 3 Average number of features extracted per crime type



Page 11 of 17Dakin et al. Crime Sci            (2020) 9:12  

Ta
bl

e 
3 

Re
su

lt
s 

fo
r C

hi
 s

qu
ar

e 
te

st

A
nt

i-s
oc

ia
l 

be
ha

vi
ou

r
Bi

cy
cl

e 
th

ef
t

Bu
rg

la
ry

Cr
im

in
al

 
da

m
ag

e 
an

d 
ar

so
n

D
ru

gs
Po

ss
es

si
on

 
of

 w
ea

po
ns

Pu
bl

ic
 o

rd
er

Ro
bb

er
y

Sh
op

lif
tin

g
Th

ef
t 

fr
om

 th
e 

pe
rs

on
Ve

hi
cl

e 
Cr

im
e

Vi
ol

en
ce

 
an

d 
se

xu
al

 
off

en
ce

s

Bu
ild

in
g

0.
04

91
71

73
6

0.
00

41
94

65
0.

00
29

45
27

4
0.

01
76

95
42

7
0.

01
25

67
08

9
0.

07
52

77
43

2
0.

00
06

59
35

4
0.

00
81

40
43

8
0.

00
95

03
51

1
0.

00
00

14
6

0.
06

00
32

85
2

0.
00

03
23

17
5

D
oo

r
0.

00
96

15
25

8
0.

02
07

93
54

8
0.

00
66

51
33

2
0.

00
09

01
06

5
0.

01
06

84
80

9
0.

10
32

74
20

5
0.

00
75

00
91

9
0.

02
70

79
27

8
0.

01
73

11
22

9
0.

00
42

89
07

9
0.

06
08

32
70

7
0.

00
04

45
04

7

Fe
nc

e
0.

00
77

73
28

5
0.

07
52

87
47

9
0.

07
72

10
61

0.
10

09
97

26
8

0.
00

19
47

02
5

0.
00

14
96

33
9

0.
00

07
93

80
8

0.
11

04
01

28
0.

00
10

95
05

7
0.

00
10

80
29

1
0.

02
30

48
43

2
0.

00
10

22
46

1

St
re

et
lig

ht
0.

00
35

70
15

8
0.

02
54

18
91

6
0.

01
30

30
54

0.
00

02
70

64
0.

00
05

87
71

3
0.

00
28

20
38

7
0.

00
08

23
30

1
0.

00
20

54
64

9
0.

00
98

62
08

8
6.

52
E−

06
0.

00
14

94
90

6
0.

00
31

03
30

2

Tr
ee

0.
01

74
55

79
4

0.
04

26
65

30
3

0.
00

35
18

99
2

0.
00

02
72

31
0.

32
99

65
11

7
0.

00
07

90
13

5
0.

00
04

86
5

0.
30

50
91

33
6

0.
00

47
36

95
1

0.
03

52
06

98
7

0.
02

27
80

96
4

0.
00

03
88

56
5

W
in

do
w

0.
06

13
61

63
0.

01
39

84
67

6
0.

01
26

40
51

6
0.

00
07

57
09

0.
15

69
03

24
2

0.
19

45
67

98
2

0.
00

60
14

73
8

0.
05

79
28

35
7

0.
00

12
42

84
5

0.
00

02
34

94
6

0.
00

19
62

37
6

2.
03

E−
06

H
ed

ge
0.

00
94

13
93

5
0.

15
21

35
47

5
0.

00
15

08
64

9
0.

00
40

97
32

6
0.

02
18

40
13

3
0.

02
18

82
28

7
0.

00
04

64
75

5
0.

00
03

23
89

3
0.

00
14

24
01

0.
00

60
47

02
7

0.
00

74
49

93
6

0.
00

29
54

80
4

G
ar

ag
e

0.
00

15
24

99
7

0.
02

68
87

38
5

0.
00

19
79

04
7

0.
00

60
38

21
8

0.
00

31
43

26
8

0.
02

16
24

71
9

0.
00

03
98

97
2

0.
01

44
27

64
1

0.
00

53
01

10
8

0.
03

97
48

62
3

0.
00

98
64

86
1

1.
63

E−
05

M
ax

0.
06

13
61

63
0.

15
21

35
47

5
0.

07
72

10
61

0.
10

09
97

26
8

0.
32

99
65

11
7

0.
19

45
67

98
2

0.
00

75
00

91
9

0.
30

50
91

33
6

0.
01

73
11

22
9

0.
03

97
48

62
3

0.
06

08
32

70
7

0.
00

31
03

30
2

A
ve

ra
ge

0.
01

99
85

84
9

0.
04

51
70

92
9

0.
01

49
35

62
0.

01
63

78
66

8
0.

06
72

04
8

0.
05

27
16

68
6

0.
00

21
42

79
3

0.
06

56
80

85
9

0.
00

63
09

6
0.

01
08

28
51

0.
02

34
33

37
9

0.
00

10
31

96
5

D
iff

er
en

ce
0.

04
13

75
78

1
0.

10
69

64
54

6
0.

06
22

74
99

0.
08

46
18

6
0.

26
27

60
31

8
0.

14
18

51
29

6
0.

00
53

58
12

6
0.

23
94

10
47

7
0.

01
10

01
62

9
0.

02
89

20
11

3
0.

03
73

99
32

8
0.

00
20

71
33

7



Page 12 of 17Dakin et al. Crime Sci            (2020) 9:12 

Ta
bl

e 
4 

Re
su

lt
s 

or
de

re
d 

by
 h

ig
he

st
 C

hi
 s

qu
ar

e 
re

su
lt

 fo
r e

ac
h 

ca
te

go
ry

A
nt

i-s
oc

ia
l b

eh
av

io
ur

Bi
cy

cl
e 

th
ef

t
Bu

rg
la

ry
Cr

im
in

al
 

da
m

ag
e 

an
d 

ar
so

n

D
ru

gs
Po

ss
es

si
on

 
of

 w
ea

po
ns

Pu
bl

ic
 o

rd
er

Ro
bb

er
y

Sh
op

lif
tin

g
Th

ef
t 

fr
om

 th
e 

pe
rs

on
Ve

hi
cl

e 
Cr

im
e

Vi
ol

en
ce

 
an

d 
se

xu
al

 
off

en
ce

s

W
in

do
w

H
ed

ge
Fe

nc
e

Fe
nc

e
Tr

ee
W

in
do

w
D

oo
r

Tr
ee

D
oo

r
G

ar
ag

e
D

oo
r

St
re

et
lig

ht

Bu
ild

in
g

Fe
nc

e
St

re
et

lig
ht

Bu
ild

in
g

W
in

do
w

D
oo

r
W

in
do

w
Fe

nc
e

St
re

et
lig

ht
Tr

ee
Bu

ild
in

g
H

ed
ge

Tr
ee

Tr
ee

W
in

do
w

G
ar

ag
e

H
ed

ge
Bu

ild
in

g
St

re
et

lig
ht

W
in

do
w

Bu
ild

in
g

H
ed

ge
Fe

nc
e

Fe
nc

e

D
oo

r
G

ar
ag

e
D

oo
r

H
ed

ge
Bu

ild
in

g
H

ed
ge

Fe
nc

e
D

oo
r

G
ar

ag
e

D
oo

r
Tr

ee
D

oo
r

H
ed

ge
St

re
et

lig
ht

Tr
ee

D
oo

r
D

oo
r

G
ar

ag
e

Bu
ild

in
g

G
ar

ag
e

Tr
ee

Fe
nc

e
G

ar
ag

e
Tr

ee

Fe
nc

e
D

oo
r

Bu
ild

in
g

W
in

do
w

G
ar

ag
e

St
re

et
lig

ht
Tr

ee
Bu

ild
in

g
H

ed
ge

W
in

do
w

H
ed

ge
Bu

ild
in

g

St
re

et
lig

ht
W

in
do

w
G

ar
ag

e
Tr

ee
Fe

nc
e

Fe
nc

e
H

ed
ge

St
re

et
lig

ht
W

in
do

w
Bu

ild
in

g
W

in
do

w
G

ar
ag

e

G
ar

ag
e

Bu
ild

in
g

H
ed

ge
St

re
et

lig
ht

St
re

et
lig

ht
Tr

ee
G

ar
ag

e
H

ed
ge

Fe
nc

e
St

re
et

lig
ht

St
re

et
lig

ht
W

in
do

w



Page 13 of 17Dakin et al. Crime Sci            (2020) 9:12  

χ2 analysis
The use of the χ2 statistic measure has long since been 
used to measure the independence between terms and 
categories in text categorisation  (Yang and Pedersen 
1997). The challenge of determining independence and 
dependence between terms and categories in information 
retrieval systems shares many characteristics of meas-
uring the relationship between crime type categories 
and features of the built environment. The χ2 statistical 
measure has many successful applications in data min-
ing and knowledge extraction tasks, particularly those 
in information security  (Parkinson and Crampton 2016; 
Parkinson and Khan 2018). In this research, we utilise a 
two-way contingency table of feature f and crime type 
category c, where A is the number of times feature f and 
crime type c co-occur, B is the number of times f occurs 
without c, C is the number of times c occurs without f, D 
is the number of times neither f or c occur, and N is the 
total average number of objects detected. A measure of 
dependence is calculated by:

Table 3 presents the values for each feature, f, and crime 
type category, c, with the strongest dependency values 
in italic. A strong dependency value means that the fea-
ture has been identified as being one that occurs the most 
frequently for that specific crime type. As evident in the 
table, the values are between 0 and 1, where 0 specifies 
independence between f and c and 1 specifies a strong 
dependency. The features for each crime type category 
with the highest value are highlighted, and it is evident 
that some crime types have the same feature as having the 
strongest dependency as other crime types. For example, 
burglary, criminal damage and arson share fence as being 
the feature with the strongest dependency. Following the 
calculation of χ2 scores, it is then useful to compute the 
mean χ2 for each crime type using the following equation 
where l is the number of features for each crime type:

In Table  3, we include χ2
avg (c) values, as well as a dif-

ference measure between the feature with the strong-
est dependency measure ( cmax ) and the average by 
calculating:

In Table  3, cmax values are highlighted in italic. Fur-
thermore, cdiff  are illustrated in Fig.  4. Additionally, in 
Table  4, the features are in descending order χ2(f , c) , 

(1)χ2(f , c) =
N (AD − CB)2

(A+ B)(A+ C)(B+ D)(C + D)

(2)χ2
avg (c) =

1

l

l∑

j=1

χ2(a, fj)

(3)cdiff = cmax − χ2
avg (c)

with the top feature being the one that has the highest 
dependency score to the corresponding crime type. It is 
immediately evident from cross-referencing Table 3 and 
Fig. 4 that some crime categories have a better measure 
of dependency with a single feature; however, overall the 
χ2(f , c) are low and do not go beyond 0.33, which is the 
dependency measure for the feature of tree to the crime 
category of drugs. This demonstrates that in general there 
is a weak dependency between the features and crime 
types. These results are not surprising when considering 
the necessary abstraction and generalisation required to 
overcome location challenges. However, in an attempt 
to understand these weak dependencies, further analysis 
and discussion are performed to consider the depend-
ency scores for each feature and crime type pair.

In addition, Fig.  5 illustrates the χ2(f , c) values in 
order of greatest to smallest for each feature within each 
crime category. The ordering of features is the same 
as in Table  4 but the individual graphs enable an easy 
understanding of the significance of each feature versus 
crime type. In each of the plots provided in Fig. 5, a best 
fit trend line generated by using linear regression is also 
added. The purpose of the trend line is to demonstrate 
how the the relationship between feature and crime type 
is increasing (in terms of χ2(f , c) scores). The distance 
from the trend line can be used to state in comparative 
terms how strongly a feature relates to a crime category. 
From the use of these graphs and tables, we can deter-
mine that:

– Only bicycle theft, theft from the person, and vio-
lence and sexual offences categories have a unique 
(across all crime types) feature scoring the highest 
χ2(f , c) . More specifically, only bicycle theft with 
hedge, theft from the person with garage, and vio-
lence and sexual offences with streetlight. However, 
the cdiff  for each category (difference between aver-
age χ2(f , c) and χ2

avg (c) ) is 0.10, 0.03, and 0.002, 
respectively. This demonstrates that significance of 
the top feature beyond the average is poor. Interest-
ingly, from analysing Fig. 5b for bicycle theft, Fig. 5j 
for theft from the person, and Fig. 5l for violence and 
sexual offences, it is evident that there two features 
are either beyond or very close to the linear best fit 
line. This suggests that the top two features can be 
used to differentiate the crime category.

– There are many crime type categories that have the 
same feature with the highest χ2(f , c) scores. The fol-
lowing observations can be made: (1) The window 
feature is identified as the best for both anti-social 
behaviour and Possession of weapons; (2) fence for 
both burglary and criminal damage and arson; (3) 
Tree for both drugs and robbery; and (4) Door for 
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public order, shoplifting and vehicle crime. Using 
Figs. 4 and 5 allows us to determine that for (1) the 
window feature has a lower (difference of 0.129) 
dependency score for anti-social behaviour when 
compared to possession of weapons. For observation 
(2), fence has a similar low score for both burglary 
and criminal damage and arson (difference of 0.03). 
For observation (3), tree has a similar relatively high 
score (greater than 0.3) for both drugs and robbery 
with a small difference of 0.03. For observation (4), 
door is common across three crime type categories, 
each having a low score (0.007, 0.017, and 0.0608, 
respectively)

– In terms of considering the top two features, no two 
crime types contain the same. This is significant as it 
means that those crime types sharing the same top 
feature do not share the next best feature. For exam-
ple, considering observation (2) where fence has 
a similar low score for both burglary and criminal 
damage and arson, the next best features are street-
light and building for burglary and criminal damage 
and arson, respectively. However, when considering 
the line of best fit in both Figs. 5c and d, it is evident 
that both these features fall below the linear best fit 

line, indicating that they are a poor differentiating 
factor.

Based on the above observations, it can be established 
that it is possible to use the top two highest occurring 
features to differentiate images based on the average 
occurrence of that feature for each crime type. How-
ever, this discrimination would result in poor accuracy 
as the data is inconsistent, meaning that there are many 
instances where the top two crime features have either 0 
or a significantly higher number of the identified top two. 
This will result in a large degree of incorrect classifica-
tion. We can therefore state that the data does not have 
sufficient consistency to enable and automated classifica-
tion approach. However, this finding is significant as it 
motivates the need for more accurate and precise data, 
especially involving a crime’s location.

Conclusion and future work
In this work a new approach to learning patterns between 
attributes of the built environment and crime is pre-
sented. The work is strongly motivated through the 
desire to improve the understanding of how charac-
teristics of the built environment impact upon crime. 
As highlighted in the introduction, there is a wealth 
of research on the subject of CPTED. However, as yet, 
there is a lack of research utilising automated computing 
resources and intelligence to investigate patterns beyond 
what is currently known. This research set out to perform 
a first-of-a-kind exploratory study in this space. As such, 
there are many limitations to the study. Most notable, the 
small set of features, approximated location of crime, and 
limitation to studying one ward location. However, the 
approach presented in this paper is sufficient to motivate 
many future research directions.

The main finding of this research are that it is possible 
to train machine learning algorithms to recognise how 
to differentiate between different features in the built 
environment. Furthermore, due to limitations with pub-
licly available datasets, a mechanism has been derived to 
acquire images from locations within the local proximity 
of the crime’s arbitrary assigned location. This mecha-
nism clearly introduces uncertainty over whether or not 
the acquired images are of the crime’s actual location. 
The presented approach has good scalability and was 
able to process in-excess of 60,100 images from one small 
neighbourhood ward . A statistical dependency test was 
then used to establish if any features were particularly 
well correlated to a crime type. Only weak correlations 
were discovered, but this is not surprising considering the 
absence of precise crime locations and also that the loca-
tion used for testing has a high volume of crime within 
a small geographic area, resulting in a high percentage 
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Fig. 5 χ2(f , c) for each feature f and crime type c in decreasing order. The solid line is a best fit trend line used to illustrate features that have a 
stronger correlation
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(75%) of cross-over between images and different crime 
types.

In terms of key findings between features of the built 
environment and crime, the following three points are 
summarised:

– Only bicycle theft, theft from the person, and vio-
lence and sexual offence have a unique feature as 
their highest dependency;

– There are many features identified as the best for 
multiple crime types. However, this is to be expected 
as there are fewer features than crime types. For 
example, a Fence is identified as having the strongest 
dependency for both the crime categories of burglary 
and criminal damage and arson; and

– When considering the two features that have the 
strongest dependency for each crime type, it is evi-
dent that each crime type has a different two features 
with occurring the highest. This is significant as it 
demonstrates that there are quantifiable differences 
between environmental characteristics and the loca-
tions where crime of the same type takes place.

Although this work has limitations, it presents an 
approach and lays foundations for future research in 
analysing the relationship between attributes of the built 
environment and crime. We see many avenues of future 
research activity within this area. The first is to overcome 
the approximation of location through acquiring crime 
data with precise location details. The second is the 
expansion of our feature set to identify many more char-
acteristics of the built environment. The study of a larger 
geographic area should be undertaken to try and iden-
tify stronger patterns. The consideration of other data 
sources detailing features of the built environment, such 
as those available by local authorities and mapping agen-
cies will be considered as an additional means of acquir-
ing data. It is also important to mention that the authors 
recognise that this research has great potential through-
out many different research arenas, and is not limited to 
crime reduction. We see the potential to automatically 
acquire and study fine-details of the built environment 
as a new source of information for research to use in 
conjunction with other crime data sources and systems 
to provide more useful insights. For example, focussing 
purely on acquiring streetlight locations on a large geo-
graphic scale, it might be possible to learn useful infor-
mation as to their significance in the selection of crime 
location. The authors envisage these avenues of research 
resulting in techniques capable of complimenting current 
working practices that are largely qualitative, and not to 
serve as their replacement.
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